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Abstract

Creating multiple-choice questions (MCQs) is a complicated and time-consuming task,
often plagued by common pitfalls such as implausible distractors and ambiguous language,
which can hinder the effective assessment of a student’s knowledge. This thesis presents a
comprehensive framework that automates the creation of high-quality MCQs using GPT-
40, where high quality is defined by the presence of minimal to no writing flaws. The
development of the framework was supported by a thorough analysis of effective MCQ
characteristics and state-of-the-art MCQ generation with GPT models. This framework
can generate MCQs that target the first three cognitive levels of Bloom's Taxonomy:
Remembering, Understanding, and Applying.

Manual inspection of 100 generated MCQs revealed that 96% were solvable, demonstrat-
ing a strong alignment between the generated questions and the content provided to
GPT-40. Additionally, GPT-40 itself assessed the solvability of these MCQs, achieving
98% accuracy based on the same set of 100 questions. An automatic question evaluation
tool is used to detect 19 MCQ Item-Writing Flaws (IWFs). Before deploying this tool
to evaluate the MCQs, insights gained from researching language models were applied to
enhance the tool's performance and accuracy. The results show that the MCQs gener-
ated with the new framework are consistently of high quality, though the practical and
pedagogical effects were not tested, as this research did not involve direct testing with
students or educators. Among the 360 generated MCQs, only 4.6% of 6,840 possible
IWFs were present. When accounting for the tool's accuracy of the tool of 95.47%, this
indicates that 91.07% of potential IWFs were successfully avoided in the generated MCQs,
demonstrating the framework's effectiveness in producing high-quality questions.

This framework has the potential to significantly simplify the creation of high-quality
MCQs, reducing the need for expert review as noted in numerous state-of-the-art studies,
and saving educators time and effort. Additionally, a user-friendly interface was devel-
oped, making it remarkably straightforward to generate MCQs, thereby demonstrating the
framework's practical application.

Keywords: Automated Multiple-Choice Question Generation, Artificial Intelligence in Education, Feed-
back and Distractors, Bloom's Taxonomy, Natural Language Processing (NLP), Generative Al, Prompt
Engineering, Language Models, Hallucination Mitigation, Prompt Engineering Techniques, Generative

pre-trained Transformer (GPT), ltem-Writing Flaws (IWFs)
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CHAPTER 1. INTRODUCTION

1 Introduction

Creating multiple-choice questions (MCQs) that provide a reliable and valid measure
of students’ abilities, free from common pitfalls such as ambiguous language, implausible
distractors, and unintended clues, is a complicated and time-consuming task that requires
expertise and careful consideration of various factors. In this thesis, "high-quality” MCQs
refer to MCQs that have minimal to none of these common pitfalls, but it does not directly

insinuate that these MCQs are optimal for educational applications.

This chapter introduces the research on automating the creation of high-quality MCQs
using prompt engineering techniques and the text generation model GPT-40. This chapter
sets the context for the study, explains the motivation behind the research, and provides

an overview of the background and objectives of the study.

1.1 Context

Multiple-choice questions are a widely used assessment method in educational settings.
They offer a convenient and efficient way to evaluate students’ knowledge, understanding,
and application of concepts. However, creating high-quality MCQs that accurately assess
students’ cognitive abilities is a labor-intensive and time-consuming process. They require
educators or experts with a deep understanding of the subject matter and also the ability to
craft questions that effectively target specific cognitive levels. One of the major challenges
in creating high-quality MCQs is avoiding common item-writing flaws, such as ambiguous
information, implausible distractors, and clues that can help students identify the correct
option. These flaws negatively impact the validity and reliability of assessments, which
ultimately affects students’ learning outcomes.

1.2 Motivation

Despite the importance of MCQs in educational assessments, the process of creating
MCQs is often manual, relying heavily on the expertise and experience of educators. This
manual process can lead to inconsistencies in question quality, and variability in assessment
outcomes, and is a significant burden on educators’ time and resources. Additionally, the
increasing demand for online learning has created a need for large-scale, high-quality

assessments that can be delivered efficiently and effectively.

Therefore, there is a need to develop solutions that can automate the creation of high-
quality MCQs, reduce the workload of educators, and improve the overall quality and

consistency of assessments. By leveraging the advances in natural language processing
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(NLP), machine learning (ML), and Generative Al, it is possible to develop automated
question-generation systems that can create high-quality MCQs quickly and efficiently.

1.3 Background

Recent advances in natural language processing, machine learning, and Generative Al
have enabled the development of automated question-generation systems that can create
MCQs from text-based content. However, despite these advances, there are still several

challenges and limitations associated with these systems.

One big concern with Al models like GPT-40 is the common language model phe-
nomenon called "hallucination”. When Al hallucinates, it generates nonsensical or con-
textually irrelevant content to the provided instructions. This leads to MCQs that are
not relevant to the assessment context or even MCQs that are based on false informa-
tion. Many advancements to tackle hallucination are being made and it is still an ongoing
research topic, but this challenge can be mitigated significantly with advanced prompt

engineering techniques, reducing the likelihood of hallucination.

Another concern is the quality of the resulting MCQs. These MCQs often do not meet
quality standards, as they may contain multiple answers, ambiguous statements, and
irrelevant/bad distractors. In this research, few-shot prompting will be used to provide
clear examples of high-quality MCQs, along with a set of guidelines on what makes a good
MCQ. The purpose of providing these guidelines and examples is to improve the overall

quality of the generated MCQs.

Finally, the human intervention that is currently needed to review the generated MCQs
is still very apparent, as highlighted as a limitation and recommendation by the vast
majority of studies. The quality of the output must be verified, but it is possible to
significantly reduce this work by using an automatic question usability evaluation tool.
These state-of-the-art evaluation tools show impressive capabilities in the detection of
Item-Writing Flaws (IWFs) but can struggle with the detection of certain ltem-Writing
Flaws.

In summary, while recent advances in NLP, ML, and Generative Al have enabled the
development of automated question-generation systems, significant challenges and limi-
tations remain. Hallucination, poor question quality, and the need for human intervention
are major concerns that hinder the widespread adoption of these systems. However, by
leveraging advanced prompt engineering techniques, few-shot prompting, and automated
evaluation tools, it is possible to mitigate these challenges and improve the overall quality
and relevance of generated MCQs. This research aims to address these limitations by
refining an existing evaluation tool and utilizing it in conjunction with carefully designed
prompts and guidelines to produce high-quality MCQs that meet specific quality stan-
dards, ultimately reducing the need for human intervention and paving the way for more

efficient and effective assessment practices.
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1.4 Objectives

The primary objective of this research is to develop a comprehensive framework for
automating the creation of high-quality MCQs using prompt engineering techniques and
GPT-40. Specifically, this study aims to:

— Develop a framework that generates MCQs that target specific cognitive levels and

have a minimum amount of item-writing flaws.

— Refine an existing evaluation tool to improve its effectiveness in assessing MCQ

quality.

— Evaluate the usability of the generated MCQs using the refined evaluation tool.

1.5 Structure

This thesis is organized into several chapters, each addressing a key aspect of the

research:

— Chapter 1: Introduction - Provides an overview of the research context, motiva-

tion, background, and objectives.

— Chapter 2: Theoretical Background - Discusses the foundational concepts of
artificial intelligence, machine learning, natural language processing, and generative

Al, including key methods and architectures.

— Chapter 3: State of the Art - Reviews advancements in GPT models, prompt
engineering techniques, characteristics of effective MCQs, and current research on
the generation of MCQs with GPT.

— Chapter 4: Design and Implementation - Details the decision-making process,

model parameters, iterations and refinements of prompts, and the final framework.

— Chapter 5: Evaluation - Describes the methods used to assess the quality and
solvability of the generated MCQs, including the use and refining of the evaluation

tool.

— Chapter 6: Conclusion - Summarizes the findings, discusses the implications, and

outlines limitations and future work.
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2 Theoretical background

The purpose of this chapter is to provide the theoretical background for this thesis.
It focuses on a broad overview of Artificial Intelligence (Al) and the following subsets
within the field of Al: Machine Learning (ML), Natural Language Processing (NLP),
Large Language Models (LLM), and Generative Al. These interconnected topics are the
foundation of modern Al-driven language processing and text generation technologies like
the Generative Pre-trained Transformer (GPT).

2.1 Artificial Intelligence (Al)

Artificial Intelligence (Al) aims to simulate and reproduce human intelligence in ma-
chines. Al has many subfields, such as machine learning and natural language processing,
which were important for the development of Large Language Models. The main purpose
of Al is to create systems that are capable of performing actions (understanding natural

language, recognizing patterns, etc.) that typically require human intelligence.

Al is divided into two categories: narrow and general Al. General Al is the ultimate
goal of Al research. It aims to give Al the ability to perform any intellectual task that a
human can do, meaning that general Al would be able to understand, learn, and apply
knowledge in similar cognitive processes as humans do. This field is still largely theoretical
and extremely far from reach, but it would enable machines to perform well across a vast

range of domains and activities [25].

Narrow Al's purpose is to perform specific tasks. These specific tasks could range
from speech recognition, and language translation to image classification. Narrow Al
operates under strict constraints and is specialized to perform within predefined functions.

Examples include virtual assistants like Siri and Alexa, and chatbots [25].

The following sections are dedicated to exploring the various subsets of Al and how
they contributed to innovative and truly groundbreaking creations such as the Generative
Pre-trained Transformer.

2.2 Machine Learning

Machine Learning (ML) is a subset of Al that trains algorithms to be able to recog-
nize patterns and make predictions based on data. For example, ML is used in financial
statement fraud detection systems where they can recognize transaction patterns to iden-
tify suspicious activity [56]. There are different techniques used within Machine Learning,

namely supervised learning, unsupervised learning, reinforcement learning, and deep learn-
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ing which use neural networks with multiple layers.

Supervised learning involves training a model using labeled data, where each input
is paired with a known output [63]. For example, a dataset containing labeled images of
elephants, camels, and cows would enable the model to correctly identify new examples
based on the labeled data it has learned from.

Unsupervised learning, trains a model on unlabeled data to find hidden patterns
within the data [63]. An example of unsupervised learning is customer segmentation in
marketing, where customers are grouped based on purchasing behavior without pre-labeled

categories.

Deep learning uses neural networks with multiple layers, also known as deep neural
networks, (see Figure 2.2) to model complex patterns in data. Neural networks are a set
of algorithms that are designed to recognize patterns [63]. Data is interpreted through
machine perception, labeling, or clustering of raw input. Deep learning models are par-
ticularly effective in handling large volumes of data and have been crucial in achieving
state-of-the-art performance in tasks such as natural language processing, image recogni-

tion, and also autonomous systems [69].

Input layer

(pixels of the image) Hidden layers

(extracting features, activation

functions, normalize outputs, ...) __ Outputlayer
Binary Classification

" ey (Car or Not Car)

—

Input:
Image of a car

-

Not
Car

Figure 2.1: Neural Network using binary classification to recognize a car

Reinforcement learning is used to train an agent to make a sequence of decisions.
The agent is rewarded for desirable actions and punished for undesirable actions, thus
leading to the agent learning to maximize cumulative rewards over time [63]. An example
of an agent trained through reinforcement learning is AlphaGo. AlphaGo learned to play
the board game "Go" through deep neural networks, supervised learning from human expert

games, and reinforcement learning to achieve mastery [67].

2.3 Natural Language Processing (NLP)

Natural Language Processing (NLP) focuses on the interaction between computers

and natural (human) languages. Its' objective is to enable machines to comprehensively

6
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process and generate human language. NLP applications may include translation, speech
recognition, sentiment analysis, and summarizing text. All of these tasks require extremely
sophisticated algorithms that can process and subsequently analyze large amounts of

natural language data [30].

2.3.1 NLP Techniques

Different techniques were used within NLP to handle different tasks:

Rule-based Approaches were heavily used in Early NLP systems. This involved the
creation of clear step-by-step linguistic rules to process language data, which was effective
for specific applications, but this approach was naturally limited to handle the complexity
and variability of natural language [36].

Statistical Methods gained popularity in NLP as computing became more powerful
and large datasets became available. These methods use statistical models to learn pat-
terns from large amounts of text data. Unlike rule-based approaches, statistical methods

learn from actual textual examples [36].

Machine Learning in NLP

Machine Learning [see section 2.2] techniques are heavily used by modern natural
language processing to process and understand language. Text classification, sentiment
analysis, and named entity recognition enhance NLP systems’ ability to interpret large
amounts of textual data. For example, text classification assigns categories to text, useful
in spam detection for emails, while sentiment analysis determines the sentiment behind
a string of text, and named entity recognition identifies and classifies entities like names

and companies [36].

Deep learning techniques such as Convolutional Neural Networks (CNNs) and recur-
rent Neural Networks (RNNs), have enabled more accurate and context-aware language
understanding and generation. CNNs, initially popular in image processing, have been
adapted for text classification, and RNNs are useful for processing sequential data in

tasks like language modeling and machine translation [36].

Transformers provide a new approach to understanding and generating natural lan-
guage. The transformer architecture, introduced by Google in 2017 [70], utilizes self-
attention mechanisms, allowing them to weigh the importance of different words in a
sentence relative to each other, regardless of their position within the text [70]. This
mechanism enables transformers to identify long-range dependencies and relationships in a
given text, overcoming the limitations of earlier models like RNNs that struggled with long-
term context [36]. This capability has led to more accurate and context-aware language
processing, paving the way for advanced models such as BERT (Bidirectional Encoder
Representations from Transformers) [36] and GPT (Generative Pre-trained Transformer)
[52]. These models excel in various NLP tasks, including translation and summarizing
texts [70].
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2.4 Generative Al

Generative Al's objective is to create new content such as text, images, music, and
more. Sophisticated models and architectures are deployed to generate data that is similar
to the training data it was exposed to. Generative Al models include image models like
Variational Autoencoders (VAEs) and Generative Adversarial Networks (GANs), and text
generation models like BERT and GPT [10].

2.4.1 Key Methods and Architectures in Generative Al

A key technique in generative Al involves using neural networks to recreate and un-
derstand complex patterns that can be found in data. One popular method is the VAE
method which teaches models to compress input data into a simpler, hidden space that
is called the latent space and then to expand it back to its original form. In this process,
the model can generate new and different data samples by taking random points from
this latent space and decoding them back into the original data format. A combination of
neural networks and probabilistic modeling is used to create realistic data. This method
is especially valuable for generating images, where the aim is to produce variations of

high-quality images that are supposed to look similar to the ones used for training [10].

A

J —> | e —» | Compresseddata | = || | ----- — ‘

Input Image

Reconstructed
Image

Encoder Latent Space Decoder

Figure 2.2: Image Reconstruction using a Variational Autoencoder (VAE)



CHAPTER 2. THEORETICAL BACKGROUND

Generative Adversarial Networks (GANSs) utilize a unique training mechanism involving
two neural networks: the generator and the discriminator (see Figure 2.3). The generator
uses random input to create synthetic data samples. The discriminator then evaluates
the authenticity of these synthetic data samples while also evaluating real data samples.
The generator's objective is to produce data that can deceive the discrimination. The
discriminator wants to be able to distinguish between real and synthetic data. This

dynamic allows the neural networks to improve each other iteratively [27].

The discriminator provides loss feedback to both the generator and the Discriminator.
The generator receives feedback on how well its synthetic data fools the discriminator, such
that it can adjust and produce more realistic data. The discriminator receives feedback
based on how accurately it can distinguish real data from synthetic data, such that it can
make adjustments to improve its classification performance. This competitive setup leads
to the generation of highly realistic images [27].

Random input

Generator Real images

Sample Sample

Discriminator loss

A

Discriminator

Generator loss

Figure 2.3: How GAN works
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2.4.2 Large Language Models (LLM)

The concept of large language models (LLMs) has been around for decades but was
relatively simple and limited in scope. The combination of Deep Learning, NLP, and the
Transformer Model made this concept a reality. LLMs are a significant advancement in Al-
driven language understanding and generation. BERT (Bidirectional Encoder Represen-
tations from Transformers) by Google and the GPT (Generative Pre-trained Transformer)

Series by OpenAl are notable examples of modern LLMs [10, 31].

LLMs are a category of their own within generative Al, as their focus is specifically
on generating and understanding human language. Unlike VAEs and GANs, which are
often used for generating images or other types of media, the role of LLMs is to use
the Transformer architecture to process and generate highly coherent and contextually

relevant human-like text [73].

The self-attention mechanism of the Transformer [2.3.1] is a key difference from other
architectures such as the VAE and GAN. It allows models to assign different levels of
importance to words in an input sequence relative to each other, improving contextual
understanding and coherence of generated text [31]. The Transformer's encoder-decoder
structure processes all words in the input sequence simultaneously, improving both context
comprehension and modeling efficiency [73].

LLMs undergo an unsupervised pre-training phase (2.2) and a supervised fine-tuning
phase. During the former, the model is exposed to a large amount of text data, helping it
to learn language patterns, grammar, and context without any labeled data. This broad
knowledge base is important for the model’s performance during the fine-tuning phase.
During the supervised fine-tuning phase (2.2), the LLM's abilities are refined by training
it on smaller, labeled datasets that are tailored to specific tasks such as translation and

summarizing text [31].
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Figure 2.4: Simplified high-level workflow of LLM Models

2.4.3 Generative Pre-trained Transformer (GPT)

The Generative Pre-trained Transformer (GPT), developed by OpenAl, is one of the
biggest innovations in the field of LLMs to date. The core innovation of GPT is the
utilization of the Transformer architecture, specifically the decoder-only structure, which

is great at generating human-like text [57].

Just like LLMs, the GPT models go through two key training phases: self-supervised
pre-training, which is a type of unsupervised learning where the data itself provides super-
vision, and supervised fine-tuning (similar to Figure 2.4). In the pre-training phase, the
model is exposed to a large amount of text data, including internet data, books, and arti-
cles. With the help of the decoder-only structure of the Transformer, this self-supervised
learning phase teaches the model to iteratively predict the next word in a sentence based
on the preceding context. This enables GPT models to achieve a broad and deep un-
derstanding of language, including grammar, facts, and reasoning, resulting in generated
text that is often indistinguishable from the writing of a human. During this pre-training
phase, a method called maximum likelihood estimation is used to help the model adjust

its settings, helping it to find complex patterns and connections in the data.
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Then, in the supervised fine-tuning phase, the GPT models are trained on more specific
and labeled datasets, tailoring them to more particular tasks such as translation and
summarization. Fine-tuning involves the adjustment of model parameters to improve
performance on these specific tasks, enhancing the contextual relevance and accuracy of
the generated output. This phase also employs reinforcement learning to further refine
the model's output by having human reviewers evaluate it. The feedback is then used to
train a reward model. The main model is then fine-tuned using this reward model, directly
optimizing and influencing its performance based on human preferences. This helps to

ensure that the GPT model output is closely aligned with human expectations [57].

From each iteration of the GPT models, there has been a substantial and exponential
increase in the number of parameters, leading to significant improvements from model to
model. A parameter refers to a numerical value within the model that is adjusted during
training to optimize performance. These include weights and biases, which are essential for
neural network operations. The self-attention mechanism of the Transformer architecture
also has parameters that determine the focus on different parts of the input sequence.
Each layer in the model, including feed-forward neural networks and normalization layers,
has its own parameters as well. Embedding matrices, which convert input tokens into high-
dimensional vectors capturing semantic information, also consist of parameters. Finally,
the output layer has parameters responsible for predicting the probabilities of the next
word. During training, algorithms like gradient descent adjust all these parameters to

minimize prediction errors [15].

2.5 Conclusion

This chapter has outlined the theoretical foundation necessary for understanding the
advancements in Artificial Intelligence and its subsets, including Machine Learning, Natu-
ral Language Processing, Large Language Models, and Generative Al. These components
form the core of modern Al-driven language processing and text generation technologies,

as demonstrated by the Generative Pre-trained Transformer.

We learned that Al is divided into narrow Al, focused on specific tasks like virtual assis-
tants, and that general Al is a theoretical goal aiming to mimic human intellectual abilities
in various tasks. Within Al, Machine Learning introduces techniques such as supervised,
unsupervised, and reinforcement learning, alongside deep learning, which enables systems
to detect patterns and make predictions.

Natural Language Processing enables the interaction between computers and human
language, going from rule-based systems to sophisticated architectures like transformers.
The introduction of transformers, with their self-attention mechanisms, has significantly
enhanced the ability to process and generate human-like text, leading to the development
of models such as BERT and GPT.

Generative Al extends the capabilities of Al to the creation of new content. Techniques
like Variational Autoencoders (VAEs) and Generative Adversarial Networks (GANs) con-
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tribute to generating realistic images, while Large Language models focus on producing

coherent and contextually relevant human language.

In summary, this chapter provides a comprehensive theoretical background, setting the
stage for the literature review. The insights gained here will be useful for understanding
the application and implications of these technologies in the creation of MCQs using the

Generative Pre-trained Transformer (GPT).

13



2.5. CONCLUSION

14



CHAPTER 3. STATE OF THE ART

3 State of the art

3.1 Advancements and Impact of the GPT
Models

The journey of GPT began with GPT-1, which started the practical application of the
transformer architecture for language modeling. Through unsupervised learning on large
text data, GPT-1 was able to effectively capture linguistic features and structures, proving

the model’s capabilities necessary for language processing [57].

With GPT-2, the model size was increased to 1.5 billion parameters, up from 117
million in GPT-1, which demonstrated the advantages of scaling up parameters. This
increase in parameters improved the model’s ability to generate coherent and contextually
appropriate text. The increase highlighted the relationship between the number of param-
eters and the model’s proficiency in handling diverse prompts and generating high-quality
text [58].

GPT-3 leaped to 175 billion parameters and set new benchmarks in natural language
processing, achieving a state-of-the-art performance in tasks such as text generation,
translation, summarization, and question answering. This increase improved the model's
ability to generalize across tasks and also enhanced its proficiency to understand and

generate nuanced language [15].

While the number of parameters is well known from GPT-1 to the GPT-3 models,
the number of parameters for GPT-4 is based on rumors, as the commercialization of
OpenAl and fierce competition with companies such as Google, Meta, and Aleph Alpha,
have led to OpenAl becoming less transparent about specific details. GPT-4 is rumored
to have 1.76 trillion parameters [65]. With this massive jump, recent reports have shown
that GPT-4 can tackle complex and nuanced language tasks with greater accuracy and
understanding of context [9, 59]. The architecture of GPT-4 is based on the Mixture of
Experts model, which combines multiple smaller models to work collaboratively to improve
performance and specialization across various tasks [59]. Additionally, GPT-4 includes a
vision encoder, allowing it to process images, thereby broadening its potential applications
within Al [50].
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GPT Model Number of Parameters
GPT-1 117 million [57]

GPT-2 1.5 billion [58]

GPT-3 175 billion [15]

GPT-4 1.76 Trillion* [65]

Table 3.1: Parameter counts for GPT-1 to GPT-4

* Based on leaks and rumors by George Hotz, but not officially confirmed
by OpenAl

3.1.1 GPT-3, GPT-4, GPT-40 the newer the better?

There are not any studies that directly compare the MCQ generation capabilities of
the different GPT models, but it is clear that the newer GPT-4 model performs better
than its predecessors. Studies on Machine Translation [35], Grammatical Error Correction
[21] and various other language processing tasks [60], demonstrated that there was a
significant performance boost with GPT-4. The most recently released model, GPT-
40 (May 2024), has been shown to perform better than GPT-4 in most task-specific
benchmarks, especially in multilingual tasks and tasks that require complex reasoning
[3, 2]. Further research on the speed and results in terms of multiple-choice questions will

be done in the Implementation Chapter 4 later.
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Figure 3.1: GPT4o vs GPT4 in multilingual tasks.
Taken from [3]
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3.1.2 Educational Potential of GPT-40

OpenAl showcased GPT-40's potential as an educational tool through a series of
videos, demonstrating its multimodal capabilities. The demonstrated model effectively
processes and generates diverse media inputs and outputs, excelling in tasks such as
translating text from images, providing context for audio-visual content, and engaging in
real-time conversations with rapid response times (as fast as 232 milliseconds) [51]. In
educational settings, GPT-40 can be deployed to interactively engage with students by
offering detailed explanations and facilitating interactive learning experiences. It is capable
of real-time problem-solving and providing personalized feedback, adapting instructional
content to suit each learner’'s comprehension level. These features enable GPT-40 to
support a variety of learning needs, including enabling self-directed learning and assisting

educators in delivering customized educational experiences [52, 22].

Despite its potential, many features demonstrated during GPT-40's introduction are
not yet publicly available. Nonetheless, the model’s ability to tailor interactions based on
individual student needs and its proficiency in handling complex educational tasks position

it as an important asset in modern education.

3.2 Prompt Engineering Techniques and Pat-

terns

Prompt engineering could be seen as a form of programming that customizes a lan-
guage model's output. It is a method for instructing and guiding language models to
produce desired results. There is a direct relationship between the quality of a language
model output, such as that of GPT, and the quality of the instructing prompt. Various
prompt engineering techniques can be applied for specific uses depending on the appli-
cation domain, ranging from question-answering and commonsense reasoning to code

generation and beyond [62].

Key challenges of LLMs that prompt engineering aims to address include mitigating
hallucination, where the LLM generates information not based on the provided input or
is factually incorrect, enhancing user interaction, ensuring consistency and coherence,

accurately understanding user intent, and improving reasoning and logic.

Prompt patterns, introduced by White et al. (2023), resemble software design pat-
terns and provide practical, reusable solutions to common problems encountered when
interacting with LLMs. These patterns enhance the effectiveness and efficiency of LLMs
across diverse tasks, particularly in the context of software development, by offering struc-
tured approaches to manage input semantics, output customization, error identification,
and more. While the research on Prompt Patterns by White et al. (2023) is focused on
software development, many of these patterns are versatile and can be adapted to other
domains, such as improving the instructions for creating MCQs [72].
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3.2.1 Prompt Patterns

Prompt patterns are reusable solutions to common problems encountered when in-
teracting with LLMs. These patterns are documented in a structured format similar to
software design patterns, which enhances their reuse and transferability across different

contexts and domains [72].

The paper by White et al. (2023) [72]. introduces several categories of prompt
patterns, each addressing different aspects of prompt engineering (see Table 3.2). Each
prompt pattern is documented to provide a comprehensive guide for implementation.
Each fits within a category and has its own intent and context - indicating the problem
it solves and the goals that it achieves. There is also a clear motivation behind each
pattern, highlighting the rationale behind the problem. Additionally, each prompt pattern

is analyzed for its pros and cons when applied in practice.

Category Description and Patterns
Input Semantics Influences the understanding and handling of input of an LLM.
Output

L. Modifies the format and structure of the output.
Customization

Error Identification Aims to identify and resolve errors in the LLM's output.

Prompt . .

Enhances the quality of the input and output.
Improvement
Interaction Focuses on the interaction between the user and the LLM.

Allows for the specification or removal of context for a con-
Context Control ] ]
versation with an LLM.

Table 3.2: Categories of Prompt Patterns in Prompt Engineering.
Taken from [72]

3.2.2 Relevant Prompt Patterns for the creation of MCQs

| will lay out the prompt patterns by White et al (2023), that are highly relevant and
potentially useful for the generation of MCQs.

Prompt Pattern Category: Output Customization

The Persona Pattern is a method where a specific role is assigned to an LLM. This
helps the LLM to generate appropriate types of output and prioritize details and qualities
that are relevant within the context of the role. The motivation behind this pattern is
that often users lack the knowledge of what specific outputs or details an LLM should
focus on for a given task. It is easier for the user to identify the job, expertise, or role
required for the task. This is where the Persona Pattern allows users to express their
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needs in terms of a role without needing to specify exact details. To generate MCQs, the

Persona Pattern can be implemented like this:

User message:
Act as an assessment expert in the field of study of Biology. Generate MCQs that
are challenging and test a deep understanding of the subject.

Another Output Customization pattern is the Template Pattern. It ensures that an
LLM'’s output follows a given structure, which is useful when the generated output needs
to fit a certain data structure (e.g. JSON, CSV, ...). The motivation behind this pattern
is applications that require the input they are given (in this case the output from a LLM)
to be in a specific format. Without specifically instructing the LLM, it will not know
which format is required. When generating multiple MCQs throughout multiple prompts,

the format needs to stay the same. This is where the Template Pattern comes in handy:

User message:
Generate an MCQ about Sorting Algorithms in the context of Programming that
follows this JSON format:

{
"question": "Sample Question Text",
"options": {
"A": "Option A",
"B": "QOption B",
"C": "Option C",
"D": "Option D"
1
"correct_answer": "A"
}

Prompt Pattern Category: Prompt Improvement

The Fact Check List Pattern will be an important tool to use when creating MCQs
that are based solely on the knowledge of the LLM. LLMs, including GPT, usually produce
convincing but not always factually correct text. The text appears persuasive - therefore
a user might not verify its accuracy. With this pattern, the LLM generates a list of facts
in the output, allowing for subsequent verification by the user. A lot of the inaccuracies
stem from the fact that LLMs such as GPT draw a lot of their training data from the
internet. When asking GPT to create MCQs based on a Subject and Field of Study
without the content that the MCQs should specifically target, this would be extremely
useful for educators to be able to go through a list of facts that the LLM went through,

to easily remove the ones that were based on inaccuracies.
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User message:

When generating an MCQ), include a list of the facts that you used to create that
MCQ.

Create a multiple-choice question about Geography in the European Union.

GPT Response

Response:

Question: Which River is the longest in the European Union?
A: Rhine

B: Volga

C: Danube

D: Dnieper

Correct Answer: C

Used Facts:

1. The Danube River is 2860km long

2. The Danube River is the longest in the European Union.
3. The second longest river is the Ural at 2482km

Prompt Pattern Category: Context Control

The Context Manager Pattern is a method that specifies or omits context when
conversing with an LLM. This pattern is designed to narrow down on specific topics or
exclude irrelevant information, to provide greater control over what the LLM will use as
context when generating output. Commonly, LLMs do not interpret context correctly,
leading to unwanted outputs. In the context of creating MCQs with GPT, this pattern

could help to restrict the creation of MCQs based on a given context.

User message:
Answer the following MCQ, but you may only use the following text as your source

of knowledge: <text>

3.2.3 Evaluating Prompt Patterns

In evaluating these prompt patterns, we observe that each offers distinct advantages
and challenges. The Persona pattern enhances relevancy by tailoring outputs to specific
roles but risks oversimplifying complex roles. The Template pattern ensures consistent
output formats ideal for integration with other systems, yet may struggle with complex
information. The Fact Check List pattern boosts reliability by listing verifiable facts,
though it demands additional verification work from users. Lastly, the context manager
pattern allows precise control over the context that the LLM considers, but this requires

the instructions to be clear and specific, or it may not be effective.
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Prompt
Pros Cons
Pattern
— Potential to oversimplify
— Enhanced relevancy and puty
. \ complex roles
context in the LLM’s output
. — May misunderstand nuances
— Tailors responses based on of the assiened persona
Persona specific roles or expertise & P
. — Could lead to less accurate
— Easier for users to get .
or overly generalized
targeted and useful results
outputs
— Consistent and reliable
output format
. L — Potential rigidity in fittin
— Crucial for applications siaity &
. . . complex or nuanced
requiring standardized input . .
information
structures
Template

Simplifies integration with
other systems

Ensures data generated by
LLM is immediately usable

Users might need to invest
time in designing and
refining templates

Fact Check List

Provides a clear list of
verifiable facts

Helps educators quickly
identify and correct
inaccuracies

Additional workload on the
user to manually verify each
fact

Effectiveness depends on
the user’s ability to verify
facts

May require domain-specific
knowledge or access to
reliable sources

Context
Manager

Enhances focus and
relevance in the
conversation

Allows precise control over
the context the LLM
considers

Risk of unintentionally
removing useful context

Requires clear and specific
instructions to be effective

Table 3.3: Pros and Cons of Prompt Patterns

3.2.4 Prompting Techniques

In Sahoo et al. (2024) [62], a systematic survey of Prompt Engineering Techniques

and their applications is conducted. | will investigate the ones that are highly relevant

and potentially useful for the creation of MCQs. These prompt engineering techniques

are versatile and can be applied for specific uses depending on the application domain.

Zero-shot prompting is a technique [58] where a model is given a task without
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any prior examples or additional training data related to that task. This means that
this method uses the pre-trained knowledge of the model to perform new tasks directly
based on the provided prompt [62]. Zero-shot prompting removes the need for extensive
retraining or fine-tuning, allowing models to adapt to new tasks swiftly. Even simple
prompts with zero-shot prompting can yield impressive results, which is actually the most
common way users interact with conversational language models. A prompt with zero-
shot prompting may be just a simple question, without any specific examples or additional

context to guide the model's response.

User message (Zero-Shot prompting): What is photosynthesis?

GPT Response

Response: Photosynthesis is the process by which green plants and some other
organisms use sunlight to synthesize foods with the help of chlorophyll from carbon

dioxide and water. It produces oxygen as a byproduct.

Few-shot prompting is a technique [15] where a model is given a few examples of
the desired output. The idea behind this is to give the LLM a sense of understanding of
a given task. This is contrary to zero-shot prompting where no examples are given. By
just giving the LLM a few high-quality examples, the model's performance can improve
drastically. In benchmarks and model comparisons, you might encounter terms like "5-shot
prompting,” which just indicates the number of output examples given to the model, as

the number of output examples influences a language model’s performance [44].

A complicating aspect of few-shot prompting is that it is sensitive to the order in which
examples are presented. Different permutations of the input-output examples can lead to
state-of-the-art performance, while others result in near-random performance. Lu et al.
(2022) have also discovered that this sensitivity is persistent across different model sizes

and tasks, which may indicate that this is a fundamental aspect of few-shot learning [44].
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User message (3-shot prompting):

Translate the following English sentences into French:

English: "Hello, how are you?"

French: "Bonjour, comment ca va?”

English: "I would like a coffee, please.”

French: "Je voudrais un café, s'il vous plait.”

English: "What time is the meeting?”
French: "A quelle heure est la réunion?”

English: "Can you help me with this?"
French: "[Your response]"

GPT Response

Response:
English: "Can you help me with this?"

French: "Pouvez-vous m’'aider avec ¢a?”

Chain-of-Thought (CoT) prompting is a technique [71] that enhances the perfor-
mance of language models by guiding them through a sequence of reasoning steps, leading
to more structured and thoughtful responses. This method mimics human problem-solving
processes by encouraging step-by-step thinking, which is extremely helpful for complex
tasks requiring multi-step reasoning [62]. A series of experiments demonstrated the effec-
tiveness of CoT prompting in guiding language models through logical reasoning chains,
achieving impressive results in math and commonsense reasoning tasks [71]. CoT prompt-
ing enabled PaLM 540b, a model developed by Google [18], to achieve an accuracy of
90.2% [62] in these areas. CoT prompting significantly improves a language model's

ability to generate detailed and logical answers [5].

Zero-Shot CoT: Prompt the LLM to help in the generation of the reasoning steps

iteratively

Manual CoT: In this variation, the user provides reasoning examples as a sort of
template to guide the model toward an output. The disadvantage of this approach is the
reliance on good examples, as the crafting of such examples can be labor-intensive.

In the creation of multiple-choice questions (MCQs), CoT prompting can be partic-
ularly useful as it ensures that each question is developed through a thorough reasoning

process, resulting in well-constructed questions.

23



3.2. PROMPT ENGINEERING TECHNIQUES AND PATTERNS

User message (No reasoning steps given):

Question 1: Jason is 5 times older than his brother. Four years later, Jason now only
is twice as old as his brother. How old are they now?
Answer: Jason is now 10 years and 8 months old, and his brother is 5 years and 4

months old.

Question 2: Felix is double the age of his sister. Five years ago, Felix was triple the

age of his sister. How old are they now?

John is twice as old as Mary. Five years ago, John was three times as old as Mary.

How old are they now?

Please solve Question 2.

GPT Response

Response (Answer is incorrect):
John is 30 years old and Mary is 15 years old.

When the model is given the problem without any examples, it struggles to understand
the steps needed to solve the problem accurately, leading to an incorrect response. Note
that this is just an example for demonstration, modern LLMs like GPT-4 can easily solve
simple problems like these without the need of CoT prompting.
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User message (Chain-of-Thought Prompting):
Solve the following algebraic word problems.

Question 1: Jason is five times as old as his brother. In four years, Jason will be
twice as old as his brother. How old are they now?

Answer: Let J be Jason’s age and B be his brother’s age.

From the problem, we have two equations:

1) J=5B

2) J+4=2(B+4)

Substitute the first equation into the second:

5B + 4 =2(B + 4)

5B +4=2B+8

3B =4
B =4/3
J=5B=20/3

Jason is 20/3 years old (approximately 6 years and 8 months), and his brother is
4/3 years old (approximately 1 year and 4 months).

Question 2: Felix is double the age of his sister. Five years ago, Felix was triple the

age of his sister. How old are they now?

Please solve Question 2.

GPT Response

Response
Solution: Let F be Felix's age and S be his sister's age.

From the problem, we have two equations:

1) F =25

2) F-5=3(S-5)
2S-5=3(S- 5)
25-5=35-15
10=5
J=125=20

Felix is 20 years old and his sister is 10 years old.

Here, the reasoning steps and a detailed solution are given to the model for a similar
problem, directing the model to use the same logical process, which leads to the correct

solution.

Retrieval-augmented generation (RAG) is an advanced technique used in natural
language processing that enhances the capabilities of LLMs by integrating external knowl-
edge sources into the generation process. The core idea behind RAG is to further enrich
the inherent knowledge of LLMs with relevant information retrieved from vast external

databases or knowledge repositories [26]. This is accomplished through a multi-step pro-

25



3.2. PROMPT ENGINEERING TECHNIQUES AND PATTERNS

cess where a query is first transformed into a vector representation and used to search a
pre-constructed index of document vectors for the most semantically similar content. The
retrieved information is then combined with the original query to form a comprehensive
prompt that the language model uses to generate a response. This approach helps ad-
dress common LLM challenges such as hallucination and outdated knowledge by basing
the responses on up-to-date and contextually relevant information. RAG has proven par-
ticularly effective in knowledge-intensive tasks like question answering and domain-specific
content generation, where access to current and precise data significantly enhances the
quality and accuracy of generated outputs. However, implementing RAG can be complex,
as it involves integrating various machine learning components and requires expertise in
both retrieval and generation technologies. By combining the language model's genera-
tive capabilities with retrieval-based precision, RAG systems offer a robust framework for

producing highly relevant and informative content [26].
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Figure 3.2: Three paradigms of Retrieval-Augmented Generation.
Taken from Gao et al. (2020), NeurlPS, (C) 2020 by the authors [26].

3.2.5 Conclusion

This exploration into various prompt engineering patterns and techniques shows us that
there is a niche with nuanced strategies that are significant for enhancing the effectiveness
of language models. The quality of a language model's output is undoubtedly directly
linked to the quality of the input prompts.

Prompt engineering addresses challenges such as hallucination and user interaction
and also improves the overall accuracy and reliability of LLM outputs. Prompt patterns
provide structured and reusable approaches to tackle common problems encountered when
conversing with any conversational LLM. These patterns, such as the Persona, Template,

Question Refinement, Fact Check List, and Context Manager, each come with distinct
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benefits but also their limitations, so it is important to carefully consider which ones to use
and combine based on application context. These patterns have the potential to improve
the generation of MCQs to ensure consistency, relevance, and factual accuracy. The use
of the Persona and Template pattern allows for role-specific content generation (e.g. an

assessment expert) and standardized, consistent output formats.

Prompting techniques like zero-shot, few-shot, and chain-of-thought (CoT) demon-
strate how language models can be guided by instructing them with example-driven input
to achieve desired outcomes. Retrieval-augmented generation (RAG) further extends the

potential of language models by including external knowledge sources.

A lot of research has gone into prompt engineering in the last 3 years and has been
ongoing, especially as conversational LLMs like ChatGPT, LLama, and Claude gain pop-
ularity. With the help of prompt engineering, these general-purpose tools are turned into

more domain-specific tools that are capable of addressing complex tasks.

3.3 What is a good multiple-choice-question?

Multiple-choice questions (MCQs) are a staple of educational assessments, providing
an efficient means to evaluate student knowledge across a wide range of subjects. The
quality of MCQs determines the reliability and validity of these assessments, making it
important to understand what a well-constructed MCQ even is. This section explores the
essential characteristics of effective MCQs, focusing on stem quality and the design of

distractors, using different sources and then aggregated by Brame [14].

A well-designed stem presents a clear, self-contained question that aligns with learning
objectives, while effective distractors are plausible, non-guessable options that reflect com-
mon misconceptions. By adhering to these principles, educators can create MCQs that
not only accurately assess student understanding but also enhance the overall learning

experience. The following subsections delve into the specifics of these characteristics.

3.3.1 Characteristics of a Good MCQ

Stem Quality

The stem is the part of the MCQ that presents the problem or question being asked
to the student. The quality of the stem is crucial as it sets the context for the question

and guides the student in understanding what is being asked.

A well-constructed stem in an assessment should be understandable and meaningful on
its own, without requiring additional context. This ensures that the stem clearly presents
the problem and accurately assesses the student’'s knowledge of the learning objective,
rather than their ability to interpret vague descriptions (see Fig 3.5).

To maintain the reliability and validity of test scores, the stem should avoid including
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Stem: Which of the following is true?

Stem: In which country did the Options:

Hamburger originate from? A. The Hamburger originated in
Germany

Options: B. The Hamburger originated in

A. Germany Hungary

B. Hungary C. The Hamburger originated in

C. France France

Figure 3.3: Meaningful stem Figure 3.4: Not Meaningful stem

Figure 3.5: Examples of Meaningful and Not Meaningful Stems

irrelevant information that can distract or confuse students. Additionally, stems should
be phrased negatively only when necessary to assess significant learning outcomes, as
negatively phrased items can be difficult for students to understand. If negative phrasing
is used, the negative part should be highlighted through italics or capitalization to ensure
clarity.

Stem: In the late 1800s, many scientists, including Albert Einstein and Marie
Curie, were exploring the nature of energy and matter. Einstein is famous for
developing the theory of relativity, which revolutionized physics. Around the same
time, radioactivity was discovered, leading to significant advancements in nuclear
physics and chemistry. In the context of nuclear reactions, which of the following
particles is emitted during beta decay?

Options:

A. Alpha particle
B. Beta particle
C. Neutron

Figure 3.6: The Stem contains irrelevant and potentially distracting/confusing informa-
tion.
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The format of the stem should ideally be a complete question rather than a partial
sentence, as complete questions enable students to concentrate on providing an answer
without the cognitive load of remembering an incomplete sentence while considering each

alternative.

Finally, the stem should be clear, straightforward, and written in simple, direct language

to facilitate understanding and focus on the assessment objectives.

Effective Distractors

The distractors are the choices provided in an MCQ from which the student must select
the correct answer. The effectiveness of these distractors is critical to the functionality of
the MCQ.

When designing multiple-choice questions, it's essential to ensure that distractors are
both plausible and relevant to the question. They should reflect common misconceptions
or errors to effectively differentiate between students who understand the material and

those who do not.

The correct answer should require genuine knowledge and understanding of the subject
matter and not be easily guessed. Each question should have one clear, unambiguous
correct answer to avoid guesswork and ensure fairness in assessment. Multiple plausible

answers could lead students to choose different but justifiable responses.

Stem: What contributes to climate change?

Options:

A. The release of greenhouse gases
B. Increased solar radiation

C. The popularity of ice cream flavors
D. The extinction of the Dinosaurs

Figure 3.7: Multiple things are wrong in this MCQ. Distractors C and D are not plausible
at all, meaning they are easily eliminated by test takers.

Option A is the more widely recognized contributor, but Option B is technically correct
as well. There should only be one clear single correct answer to avoid ambiguity. One
could even argue that the extinction of the Dinosaurs contributed to long-term climate
changes.

Distractors should be clear and concise to avoid testing reading ability rather than the
learning objective. The distractors must be homogenous in content, style, or structure as

varied content can inadvertently hint at the correct answer (see Fig 3.10).
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Stem: Who wrote the novel "The Stem: Who wrote the novel "The
Casual Vacancy” in 20127 Casual Vacancy” in 20127

Options: Options:

A. Albert Einstein A. J.R.R. Tolkien

B. J.K. Rowling B. J.K. Rowling

C. George Washington C. George R.R. Martin

Figure 3.8: Homogeneity is lacking, as  Figure 3.9: In this example, the test-taker
not all options are authors or writers, they ~ must rely on their knowledge of the authors
mix unrelated professions and historical fig-  rather than a process of elimination based
ures, which will make it easy to identify  on irrelevant options.

J.K. Rowling as the correct answer without

needing specific knowledge of literature.

Figure 3.10: Non-homogeneity vs Homogeneity

Additionally, distractors should be mutually exclusive, not overlapping with the correct
answer or each other, to prevent creating "trick” items that can undermine trust in the

testing process (see Fig 3.11).

Stem: Which of these is used as a pain reliever?

Options:

A. Ibuprofen

B. Acetaminophen
C. NSAIDs

D. Aspirin

Figure 3.11: The distractors overlap. Both Ibuprofen and Aspirin are used as a pain
reliever and NSAIDs contain both Ibuprofen and Aspirin, making this choice overlap with
A) and D)

Distractors should be consistent and match the stem in grammar, form, length, and
language style, such that they do not provide clues about which one is correct. Popular
distractors such as "all of the above” and "none of the above" should be avoided since they

can allow students to use partial knowledge to guess correctly.

The order in which Distractors are present should be in a logical order, alphabetical

(a,b,c,d) or numerical (1,2,3,4), to avoid bias toward specific positions.

Finally, the number of distractors can vary as long as they are relevant and plausible.
Plausible distractors serve as effective distractors for students who haven't mastered the

subject, while those who have mastered it will easily disregard them.
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3.3.2 Relevance and General Guidelines

To ensure the educational effectiveness of MCQs, several general guidelines should
be followed. First, questions should be relevant to the learning objectives and assess
knowledge or skills suitable to these objectives, focusing on key concepts rather than
trivial details. The grammar and format of the questions should be consistent, ensuring
that all options are grammatically correct and use the same tense to maintain clarity and

coherence.

Evaluation and feedback are also critical components. MCQs should allow for mean-
ingful feedback by explaining why the correct answer is correct and why the other options
are incorrect. This feedback helps reinforce learning and corrects misconceptions. Com-
plex multiple-choice items, which include options consisting of different combinations,

should be avoided as they can be confusing for test-takers.

Furthermore, when multiple MCQs are used, each question should be independent
in content to prevent test-takers from using information from one question to answer
another, thereby preserving the validity of the test. By adhering to these guidelines,

MCQs can effectively assess and reinforce learning objectives.

3.3.3 Determining the Validity of MCQs

In the context of generating MCQs through GPT, there is also a need to validate the
quality of the MCQs and whether they adhere to the established principles. In a study
by Moore et al. (2023), 200 student-generated MCQs in four different subject areas
were assessed by two experts who had content-area expertise across all four domains,
more than adequate experience in creating MCQs and also were trained in writing high-
quality assessments [46]. They evaluated each MCQ based on 19 Item-Writing Flaws
(IWFs), including ambiguous information, implausible distractors, "none/all of the above"
distractors, repeating words in stems and correct response, unfocused stem, grammatical

cues, and more.

The study then compared the performance of a rule-based approach and GPT-4 in
evaluating MCQs against the experts’ assessment. The rule-based method, which applied
specific logic to check each IWF, matched 90.87% of the classifications made by the
experts, and the GPT-4 method, which used a prompt for each IWF, matched 78.89%.
The rule-based method had an exact match ratio of 15% and GPT-4 12% (meaning that

the results were identical to the experts)[46].

Both methods tended to identify more flaws than human experts, with GPT-4 identi-
fying the most. The rule-based method was found to be more effective. Despite the lower
match rate with human experts, GPT-4 showed potential in explaining why criteria were
met or violated, indicating that it may be extremely useful in settings where feedback is
important [46].

The study highlights the potential for these automated methods in improving MCQ
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quality by first filtering out questions with multiple flaws before they are given to humans

for review, thereby saving time and ensuring better educational outcomes [46].

In an updated study by Moore et al. (2024), the Scalable Automatic Question Usability
Evaluation Toolkit (SAQUET) was introduced as an innovative solution to evaluate MCQs
across diverse domains, including Chemistry, Statistics, Computer Science, Humanities,
and Healthcare. Once again, it uses the 19 IWFs to evaluate the structural and pedagogical
aspects of MCQs [45].

Compared to its predecessor (the rule-based approach), SAQUET demonstrated an
accuracy rate of more than 94% in detecting Item-Writing Flaws that the experts identi-
fied. SAQUET was tested on a dataset of 271 MCQs and achieved a 38% exact match
ratio with expert evaluations, compared to the 15% matching exact matching rate from
the rule-based approach [45]. SAQUET clearly surpassed the performance of the previ-
ous rule-based methods by improving the exact match ratio with experts and reducing

misclassification rates.

SAQUET by Moore et al. (2024) provides a robust framework for ensuring high-quality
MCQs across various domains and has immense potential in revolutionizing the quality
assessment of MCQs [45].

3.4 Al-Generated Multiple-Choice Questions

Creating high-quality MCQs is traditionally labor-intensive and requires significant ex-
pertise not only in the subject matter but also in aligning with learning objectives and
following best practices for constructing effective MCQs. Recent advancements in gener-
ative Al, particularly in LLMs like GPT, have demonstrated the potential to automate this
process and produce promising results in specialized fields such as programming education

and medical examinations [37, 23, 17].

The underlying technology of generative Al models like GPT involves advanced NLP
algorithms (2.3) and machine learning techniques (2.2). These models are trained on
diverse datasets, which enables them to understand natural language instructions and
generate human-like text in return. With the transformer architecture (2.3.1), GPT uses
the attention mechanism of the transformer, to understand complex instructions. GPT is
widely seen as the leading LLM, therefore the majority of the literature surrounding the
creation of MCQs with generative Al focuses on using the GPT models. All of the following
sections about Al-generated MCQs are based on literature focusing on the application of
GPT models.

3.4.1 Effectiveness and Efficiency

GPT has become an extremely valuable tool, especially in medical education, as MCQs
are used frequently to assess the knowledge and skills of medical students. Therefore it

is natural that the medical education field has published many studies that assess the
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quality and validity of MCQs created by GPT. A literature review by Kiyak and Emekli
[40] explored the results and findings of 23 relevant studies in the medical field, but it
is important to note that some of these studies used the GPT-3.5 model version, as
they were conducted before the improved GPT-4 version. Other mentioned studies were
conducted in different fields such as Python Programming in Higher Education [23] and

more general Programming Classes [64].

Positive Findings

There are significant advantages when using GPT to generate MCQs in medical educa-
tion. The biggest benefit is reducing the time spent by educators on crafting high-quality
MCQs. In one study [74], the creation time of base-cased MCQs by GPT compared to
human creators were reduced by 75% - 83.33%, and in another study, humans required
211 minutes to write 50 MCQs, whereas GPT did so in just over 20 minutes [17].

As GPT is trained on an extremely large amounts of text data during the pre-training
phase, including internet data, books, and articles (2.4.3), the studies have shown that
it is able to leverage this knowledge to be applied in various fields in medical fields and
subjects such as physiology [32, 66], dermatology [7], anatomy [32, 66], internal medicine
[17], surgery [17], diabetes [24] and many more.

Some of the studies have achieved similar levels of discrimination and difficulty com-
pared to human-written MCQs, but only when appropriate prompts were used, showing
that these GPT-generated MCQs were effective in distinguishing between high-performing
and low-performing students [74, 39]. Discrimination is an index that ranges from -1 to 1
in the context of educational assessments and refers to the ability of a test item (in this
case MCQs) to distinguish between high-performing and low-performing students based
on their overall test scores. The higher the discrimination, the better the reliability and
validity of an assessment. Scores above 0.2 are considered acceptable, and scores above
0.3 are considered ideal [40]. In the 23 relevant studies reviewed by Kiyak and Emekli
[40], the results were extremely mixed. Studies have reported ideal levels above 0.3 [39],
some had acceptable levels of discrimination [74] but there were also discrimination scores
below 0.2 [41], but these differences can largely be attributed to the difference in qualities
of the prompts that were used.

In a study by Doughty et al. (2024) that focused on Python Programming, GPT-4 was
used to produce 651 MCQs for Python programming courses and then evaluated alongside
449 human-crafted MCQs. It was found that GPT-4 was able to generate MCQs that
are clear, concise, and well-aligned with specified learning objectives (LOs), and also of
comparable quality in terms of language clarity and plausibility of distractors (see Fig 3.12)
[23]. It is important to note that the instructors who created the MCQs were not aware
of the requirements and that if aware, they could have created MCQs that better satisfy
the requirements. Additionally, the study itself paired the human MCQs with the learning
objectives, which could be part of the reason for the observed MCQ-LO misalignment for
Humans [23].
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Does the MCQ provide enough information to arrive at GPT Human
an answer?
Yes, it provides enough information 96.9
No, it doesn’t provide enough information
N/A or Don’t know

96.9

Is there a correct answer listed in the options?
Is the option marked “correct” actually correct?
Yes, there is a correct answer and it is marked “correct” 90.0 93.5

There are multiple correct answers
No, there is no correct answer
N/A or Don’t know

Are the options distinct from each other, ensuring they
are unique choices?
Yes, they are completely unique between each other 98.2

1

RQ

No, they are all too similar, making them repeated choices
N/A or Don’t know

Is the MCQ free from obviously-wrong options?
Yes, there are no obviously-wrong options 92.6

No, there are obviously-wrong option(s)
N/A or Don’t know

If code is present in the question prompt OR
in the correct answer, is it syntactically and logically
correct?

Yes, it is syntactically and logically correct

No, the code is incomprehensible
N/A or Don’t know

Does correctly answering the MCQ help in achieving the
learning objective?
«  Yes itdoes 82.9
<
3 No, it doesn’t

N/A or Don’t know

Figure 3.12: Comparing the generated MCQs with GPT with human-crafted ones.
Taken from [23]. (©) 2024 by Jacob Doughty et al., licensed under CC BY 4.0.

Concerns

While GPT has shown potential in generating MCQs, several concerns need addressing
to ensure their reliability and effectiveness in educational settings.

Hallucination is a significant concern in LLMs because these models can generate
content that appears plausible but lacks a factual basis, posing risks in applications where
accuracy is critical. A study suggests that hallucinations in LLMs arise from the models’
tendency to produce unverifiable or fabricated information, especially when dealing with
ambiguous or open-ended prompts [34]. Similarly, another study highlights that hallucina-
tions can undermine trust in generative Al systems, particularly in fields such as healthcare

and the legal sector, where the reliability of information is extremely important [8].

In addition to hallucination issues, Domain-Specific Performance Variability which
describes the varying performance of GPT across different domains, further complicates
its reliability. For instance, it performed worse in Chemistry and Biochemistry compared
to Statistics and CollabU, possibly due to the insufficient coverage of specific jargon or
nuanced language in its training data [46].

There is also the potential for content inaccuracies when using GPT for generating
MCQs. Experts reviewed the MCQs and the results were vastly different, ranging from
1% [37] to 60% [7] of inaccuracy. In a study, experts even concluded that all MCQs were
acceptable [39]. Inaccuracies lead to incorrect or misleading questions, and unless they are
checked retroactively by experts, the result is the spread of incorrect information. A study
found that 4.9% of automatically generated MCQs had multiple correct answer choices,
compared to only 1.1% for human-crafted MCQs [23]. This issue is significant as it requires
human intervention to fix. Therefore Al-generated MCQs should optimally be reviewed

by experts and validated to ensure their factual correctness, which could nullify one of the
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aforementioned advantages, namely the time that is saved by using GPT to create MCQs.
Klang et al. (2023) [37] generated 210 MCQs for medical examination, but around 15%
of the generated MCQs required revisions due to inaccuracies or methodological flaws.
GPT-generated MCQs were also more likely to have distractors that were obviously wrong
or gave away the correct answer, with 4.0% of the generated questions showing this
flaw compared to 0.9% of human-crafted questions. This issue was most pronounced in
Fill-in-the-Blank and Scenario-Based MCQ types [23].

The quality of each generated MCQ is highly variable, as the output of GPT is highly
dependent on the design of the prompt, the given instructions, and the requirements.
Prompt Design Dependency is important because poorly designed prompts lead to
more questions that are unsuitable and/or fail to meet educational objectives. In some
cases, the correct answer was revealed in the question stem itself, which can render the
question ineffective as an assessment tool [23]. To effectively use GPT, educators must
also invest time in developing precise and detailed prompts, by using prompting techniques
(3.2.4) and prompt patterns (3.2.1). Without careful and knowledgeable design of the
prompts, the resulting MCQs will most likely not fulfill their intended purpose, which
would weaken the utility of GPT in creating MCQs.

Re-emphasizing the importance of prompt engineering

Prompt Engineering (3.2) plays an extremely important role in effectively using GPT
and drastically reducing the aforementioned disadvantages. The Quality and relevance
of the Al-generated questions are heavily determined by the prompts that are given to
the model. Detailed instructions, specific references, and prompt engineering techniques
are needed to guide GPT in producing content that aligns closely with the intended
educational outcomes. These include prompts that reference specific exam styles using
a form of the few-shot prompting technique (3.2.4) as it offers implicit examples of the
question format, style, and level of difficulty expected [11, 12, 7]. The Persona pattern
(3.2.2) was also adapted in some of the studies [28], such as "You are developing a
question bank for medical exams ...” [38, 39]. Some studies were also submitting text
as a reference [7, 17] for GPT to use and generate responses from, which is a form of
the Retrieval-Augment Generation Prompting technique (3.2.4) and the Context Manager
Pattern (3.2.2).

The correlation between the quality of the prompt and the achieved outcomes is ap-
parent. In the study by Ngo et al. (2024), an extremely simple prompt was used "Write
4 multiple choice questions with 4 answers and explanations for the incorrect and correct
answers’. These MCQs were then evaluated by 4 expert reviewers and according to them
32% of the MCQs required minor revisions, 43% of the MCQs required major revisions
and 25% were not usable at all [49].

On the other hand, more structured prompts lead to better quality and relevance of
the output. In Kiyak et al. (2023) a more structured prompt is presented that implements
the Persona Pattern, Template Pattern, and Chain-of-Thought prompting [39]. Two of

these generated MCQs were actually included in a pharmacotherapy exam and ideal levels

35



3.4. AI-GENERATED MULTIPLE-CHOICE QUESTIONS

of discrimination were found (0.41 and 0.39), meaning that these questions were effective

in differentiating between students that perform at high and low levels [39].

3.4.2 Current Applications of Al in Education and Po-
tential

Though a lot of research is still necessary and ongoing, real-life applications of Al-
generated MCQs have already been implemented in large-scale online education plat-
forms such as Coursera and Quizlet but also tools for educators to create MCQs such as
WIRISquizzes and HyperQuiz [68, 29].

Coursera, for instance, has incorporated generative Al tools to auto-generate course
materials, including readings, assignments, and MCQs, which significantly reduces the
time and cost of producing high-quality content [19]. Additionally, Coursera has developed
features like the Quick Grader to provide efficient, scalable feedback to students [20].
HyperQuiz is an online tool that helps teachers to generate MCQs automatically. It
requires a text input or a YouTube video link (using the YouTube captions as the text
input), to create MCQs [29].

Al-generated MCQs can also be adapted to students’ needs, offering a personalized
learning experience. In this context, adaptive assessments can automatically adjust their
difficulty and content based on the student’s performance, providing a customized educa-
tional experience to help identify areas of strength and weakness. For example, as noted
in the study by Owan et al. (2023) [55], adaptive Al systems can dynamically modify
the question pool based on real-time analysis of a student’s responses, ensuring that the
assessments remain challenging yet achievable, and thereby supporting effective learning
progression [19].

Systems like ALEKS and Knewton use Al to offer adaptive assessments aligned with
students’ learning trajectories. Adiguzel et al. (2023) report that these systems provide
immediate feedback and personalized learning paths, significantly improving student en-
gagement and performance. ALEKS, for example, uses adaptive questioning to identify
knowledge gaps and provide targeted instruction, enhancing learning outcomes in mathe-

matics [1].

3.4.3 Conclusion

Using generative Al models such as GPT-40 to create MCQs is a big step forward in
educational technology. It has been demonstrated that these LLMs can generate high-
quality, contextually relevant questions across multiple domains, including medical and
programming education. With this new application, it is possible to massively alleviate
the workload for educators while at the same time enhancing the scalability of assessment
creation. With a combination of careful prompt engineering and expert validation, Al-

generated MCQs can match the levels of quality and discrimination comparable to those
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crafted by human experts.

Further research and development are required, as challenges such as hallucinations,
domain-specific performance variability, and content inaccuracies are still big factors. It is
clear that prompt engineering is extremely important as it directly influences the relevance
and reliability of the generated MCQs. But the outlook is positive, as LLMs continue to
evolve (as of August 2024, models such as LLama 3.1b, Claude 3.5 Sonnet, and Gemini 1.5
have emerged after GPT-40 and are said to outperform GPT-40 in some categories [33].),
we are guaranteed to see more applications of generative Al in educational settings. NLP
capabilities will improve and hallucination will most likely become less prevalent, which

will inevitably also increase the quality of MCQs.

The next chapter will delve into the Implementation Chapter, exploring the practical
application of GPT models in generating MCQs. This chapter will cover the methodologies
and techniques employed to fully use the full potential of GPT in creating high-quality
MCQs.
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4 Design and implementation

4.1 Decision

In developing a framework for generating MCQs using GPT models, | chose to utilize
the standard GPT models without any custom fine-tuning. This decision aligns with my

thesis’s primary objective of exploring the capabilities of GPT models in generating MCQs.

4.1.1 Rationale

| decided to utilize the standard GPT models without any fine-tuning, due to some
strategic considerations and constraints in the context of this thesis. The primary aim of
this research is to explore the capabilities of GPT models in generating MCQs. Therefore
| do not fine-tune the model due to practical limitations and the nature of this thesis.

Fine-tuning a model requires a large, high-quality dataset that is closely aligned with
the desired output. In the context of this thesis, this would mean a large amount of
expertly crafted MCQs, accompanied by the necessary context and subject matter. The
development of such a dataset would be extremely time-consuming and resource-intensive,

which was not feasible given the scope of this thesis.

Additionally, substantial computational resources are needed to fine-tune GPT, includ-
ing high-performance GPUs and storage for data processing. The process of fine-tuning
also involves complex experimentation with hyperparameters and model architectures,

demanding both time and expertise that are beyond the scope and timeline of this thesis.

4.2 GPT Models and Parameters

4.2.1 GPT Parameters

Temperature (from 0-2) is an important setting that has a significant impact on the
output of GPT. It is called temperature sampling and the value controls the amount of
randomness that is allowed in the output, and adjustments will lead to different results.
The lower the temperature, the more likely GPT will choose words with a higher probability
of occurrence (as a reminder, GPT constantly predicts the next word with the highest
likelihood to create a response, as described in the Theoretical Background 2.4.3), which is
useful for generating consistent, relevant, and more accurate outputs, with less variability.
On the other hand, choosing a higher temperature will lead to GPT choosing words that
are less likely to occur, which could be extremely useful when trying to generate creative
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ideas or to increase the variability in responses.

Probability distribution
based on temperature
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Figure 4.1: lllustration on how the value of the temperature skews the probability dis-
tribution of the next word. This is just an example and not based on real distribution
numbers.

Top_P (from 0-1) is a similar setting to the temperature. It is called nucleus sam-
pling, in which the model only takes into account the tokens with the highest probability
mass - determined by the value given to the top_p parameter. Probability mass refers to
the total probability assigned to a group of tokens, with top_p controlling how many of
the most likely tokens are considered until their combined probability reaches a specified
threshold.

OpenAl generally recommends to use of either temperature sampling or nucleus sam-
pling, but not both [54]. For the experiments here, | will use temperature sampling to
easily control the randomness and creativity of the model’s outputs, allowing for more

diverse outputs if necessary.

Maximum Length determines the maximum length of the API's output. The maxi-
mum output length varies from model to model. The general guideline is that one token
is roughly equivalent to 4 characters or 0.75 words for English text. With this, one can

estimate:

- 1 token ~ 4 characters in English
- 1 token ~ 0.75 words
- 100 tokens ~ 75 words

There are also the parameters of Frequency & Presence Penalty, which determine how
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the model penalizes new words in the output. Due to the need for technical or factual
content in this research, where precise language and consistent terminology are crucial,
these penalties will not be applied to avoid introducing unnecessary variability and to
maintain the accuracy and coherence of the generated content.

4.2.2 GPT Message Types

There are three types of messages used to facilitate interaction with the GPT API:
system, user, and assistant messages. Each type plays a distinct role when the prompt
is sent to the API to generate a response. The system message sets the behavior or
context of the assistant and is typically used at the beginning of a conversation, usually
set once. This helps guide the model to align its responses with a desired style, context,
or focus. The user message represents the input from the end-user and is used to
provide questions, prompts, or instructions that require a response from the model. The
assistant message is the model's response. This message type is particularly useful
for maintaining consistency when multiple prompts are needed within the same session,

allowing for follow-up questions and coherent dialogue.

System message: "You are a helpful assistant and you must base your answers on
facts and list them as well.”

User message: "What is your favorite food?”

API Response: "The capital of France is Paris. Here are some factual details about
Paris

1. Paris is located in the north-central part of France along the Seine River.

2. ..

3.

System message: "You are a helpful assistant and you must base your answers on
facts and list them as well.”

User message: "What is your favorite food?”

Assistant message: '"The capital of France is Paris. Here are some factual details
about Paris

1. Paris is located in the north-central part of France along the Seine River.

2. ..

3.

User message: "l liked that format, please use that one as well for my next
question: Who is the 42nd President of the United States?”

4.2.3 GPT Models

The Context Window refers to the maximum number of tokens (words or parts
of words) that the model can consider at the same time, meaning this is how much

information the model can "remember” when generating a response. This includes both
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the input prompt and the generated output.

The Max Output refers to the maximum number of tokens that the model is allowed

to generate in response to a given prompt.

The Training Data Cut-Off is the date up to which the model has been trained on

available data, which will affect the model’s knowledge of events, facts, and trends.

Context Max Output ..
) Training
Model Window/Input (Tokens -
Data Cutoff

(Tokens - Words) | Words)
GPT-3.5-Turbo-0125 16.385-10.000 4.096-3.000 Sep 2021
GPT-4-Turbo-2024-04-09 128,000-96.000 4.096-3.000 Dec 2023
GPT-40-2024-05-13 128.000-96.000 4.096-3.000 Oct 2023

Table 4.1: Used Models (1 Token is roughly 4 characters, the average word length is 4.7
characters in English, so 1 Token is roughly 3/4 of a word in English.)

4.2.4 Global GPT settings for this thesis

Temperature: Set to 0.1.
Reason: A lower temperature reduces randomness, resulting in more consistent and
predictable outputs. Since the goal is to generate factual questions where creativity

is not a priority, a low-temperature setting is ideal.

4.3 Phase 1: Model Choice, Formatting, and
MCQ Creation

4.3.1 Naive Prompt Testing

In this first phase, | conducted the experiments as if | had no prior knowledge of using
the API or understanding of prompt engineering techniques, but with a general idea of
the desired outcome. This approach aimed to observe how effectively the models could
perform basic multiple-choice question (MCQ) generation tasks with minimal guidance
and expertise. The focus was particularly on the GPT-40 model, as it has not been
previously studied for MCQ generation, to see how its performance evolves with more

instructive prompts.

The primary objectives of this naive MCQ generation approach were to assess the
baseline performance of the models and to choose an appropriate model early in the
experimentation process. By establishing a baseline, the content relevance, accuracy,
and model adaptability can be evaluated across different topics. This initial assessment
also helps identify the model best suited for further development and refined prompt
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engineering.

The experiments began with a simple and easily understandable topic: Geography,
specifically within the context of the European Union. This choice allowed for a clear
evaluation of the relevance and correctness of the generated content, as Geography is
a well-defined subject with clear facts, making it suitable for testing the basic capa-
bilities of the Al model in generating MCQs. The testing was structured to compare
outputs across different versions of GPT models—GPT-40, GPT-4 Turbo, and GPT-3.5

Turbo—examining both their response times and the consistency of their replies.

Prompt 1: Basic MCQ Generation

Generate 3 Multiple-Choice Questions about Geography in the European

Union.

GPT Response (only 1 example chosen for demonstration)

Question: What is the longest river in the European Union?
A) Rhine
B) Danube

C) Elbe
D) Loire

Correct Answer: B) Danube
All models generated relevant questions. GPT-3.5 Turbo consistently produced faster

results. The consistency in the replies varied, with some responses including unnecessary

assistant messages and others failing to indicate the correct answer.

Prompt 2: Remove overhead

<Previous Prompt (4.3.1)>. Reply only with the questions
This prompt improved output consistency by removing the assistant message, but the

indication of the correct choice was always missing. This might be due to GPT's literal

interpretation of the added instruction.

Prompt 3: Indicating Correct Answers

<Previous Prompt (4.3.1)> and indicate the correct answer.

The additional instruction in the prompt led to the consistent inclusion of indicating
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the correct answer, with GPT-40 and GPT-3.5 Turbo demonstrating efficient performance.

Prompt 4: Insightful Feedback

<Previous Prompt (4.3.1)> and provide insightful feedback as to why the correct
answer is correct and why the incorrect answers are wrong.

GPT Response

Question: Which European Union country has the longest coastline?
A) ltaly

B) France
C) Greece
D) Portugal

Correct Answer: C) Greece

Feedback:

- Correct: Greece has the longest coastline in the European Union due to its numerous
islands.

- Incorrect: Italy and France have extensive coastlines but do not surpass Greece.

Portugal’s coastline is smaller in comparison.

The format of the MCQs and feedback was different from prompt to prompt, but the

results seem decent.

GPT Models Performance

Prompt Nr | GPT-40 | GPT-4 Turbo | GPT-3.5 Turbo
Basic MCQ Generation 1 4.8s 6.9s 2.2s
Remove Overhead 2 2.8s 6.7s 2.3s
Indicating Correct Answers | 3 3.1s 5.5s 2.7s
Insightful Feedback 4 12.1s 13.6s 3.86s*

Table 4.2: Model Average Speed Comparison Across Prompts. Each value is the average
of 5 measurements.

*Did not output requested number of MCQs

Conclusion

The naive testing approach revealed the strengths and limitations of each model in
generating MCQs. GPT-3.5 Turbo consistently demonstrated rapid response times, but
as seen in Table 4.2, the output of this model struggled to produce the requested amount
of MCQs consistently in Prompt 4.
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The output of the final of this Phase seems decent. It fulfills some MCQ requirements
3.3 such as having a clear and relevant stem, and answers presented in logical order
(a,b,c,d). But many of the aspects related to plausibility and relevancy of the distractors,
whether there is a clear and single correct answer, etc. will not be verified yet. Additionally,
the format of the output is not consistent, and a structured format such as JSON will be

required for downstream processing and integration with external applications.

It is clear that with each prompt refinement, the output and consistency are improved
across the models. These findings set the stage for more advanced prompt engineering

techniques in subsequent experiments.

Phase 1: Final Prompt

Generate 3 Multiple-Choice Questions about Geography in the European Union. Re-
ply only with the questions, indicate the correct answer, and provide insightful feed-
back as to why the correct answer is correct and why the incorrect answers are

wrong.

4.3.2 Applying Prompt Engineering Techniques for Con-
sistent Feedback Format

Building on the findings from Phase 1, this phase aims to enhance the consistency
of the feedback format in the generated MCQs using advanced prompt engineering tech-
niques. The objective is to produce a reliable output format that can facilitate downstream

processing and integration with external applications.

Prompt 5: Consistent Feedback Format

Generate 3 Multiple-Choice Questions about Geography in the European Union. Re-
ply only with the questions, and indicate the correct answer. Provide, separately,
insightful feedback as to why the correct answer is correct and why the in-

correct answers are wrong.
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Q1L: ...

Distractors Q1: ..

Q2: ... Distractors
Distractors

Q3: ... Correct Answer: B)

Distractors
Feedback for Q1:

Feedback for Q1: - Correct Answer (B): Explanation
Correct Answer: A) - Incorrect Answers:

Feedback A) - A): Explanation

Incorrect Answers: - C): Explanation

Feedback for B, C, D - D): Explanation

Reproducing the feedback format consistently without explicit prompt engineering is
not possible. However, the refined prompt improved consistency in the output format,

addressing some issues noted in Phase 1.

Prompt 6: Using Template Pattern for output consistency

The user message is getting quite loaded and | would now like to introduce an example
to guide the response of the model. | will offload the instructions to the system message,
whose purpose is to set the behavior or context of the assistant and keep the necessary

information from the user to a minimum. Some minor adjustments will also be made.
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System message: Generate 3 MCQs for a given Topic. You should only reply
with the questions. After each question, indicate the correct answer and provide
insightful feedback that explains why the correct answer is correct and why the
incorrect answers are wrong. Here is an example of an MCQ and the format
that you should follow.

1. Which European Union country has the longest coastline?

A) ltaly

B) France

C) Greece

D) Portugal

Correct Answer: C) Greece

Feedback:

- Correct: Greece has the longest coastline in the European Union, largely
due to its numerous islands, which significantly extend its coastal length to
about 13,676 km.

- Incorrect: Italy and France also have extensive coastlines, but they do
not surpass Greece. Portugal, while having a significant coastline, is much
smaller in comparison to the other options.

User message: Geography in the European Union.

GPT Response

Question: What is the capital city of Slovakia?
A) Bratislava

B) Ljubljana

C) Budapest

D) Prague

Correct Answer: A) Bratislava

Feedback:

- Correct: Bratislava is the capital city of Slovakia, known for its lively cultural scene
and historical architecture.

- Incorrect: Ljubljana is the capital of Slovenia, Budapest is the capital of Hungary,

and Prague is the capital of the Czech Republic.

Offloading instructions to the system message proved effective in getting consistent
output that is also aligned with the format that is indicated in the prompt. GPT-3.5
Turbo remains the fastest model but always fails to generate the correct number (3) of
MCQs. A consistent response format was achieved by employing the Template Pattern
(3.2.2). It is important to note that the goal was not to finalize a specific format but to

evaluate the effectiveness of this pattern in ensuring output consistency.
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Determining a suitable JSON format for downstream processing and integration
with external applications.

In designing the JSON format for an MCQ), | aimed to create a structure that is both
intuitive and flexible, suitable for integration with various external applications. This for-
mat includes key elements such as the question text, answer options, a subtle hint, and
detailed feedback (which is a form of the Fact Check List Pattern 3.2.2) for each option,
ensuring comprehensive data representation. By assigning a unique identifier ('id") to
each question, tracking and management within databases will be easier. The design with
clearly labeled fields for options and feedback, enhances readability and supports straight-
forward parsing and manipulation in different programming environments. Additionally,

this format will allow for easy addition of extra keys if required.

{
"id": "Question Number",
"question": "Sample Question Text",
"options": {

"A": "Option A",

"B": "Option B",

"C": "Option C",

"D": "Option D"

s
"hint": "Subtle Hint for the correct answer",
"correct_answer": "A",
"feedback": {
"correct": "Explanation for the correct answer",
"incorrect": {
"B": "Explanation for incorrect answer B",
"C": "Explanation for incorrect answer C",
"D": "Explanation for incorrect answer D"
X
}
}

Prompt 7: Achieve JSON Format

To avoid using up too much space for the JSON Format in all prompts from now on,

| will use {example_format} as a placeholder for the previously detailed JSON structure.
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System message: Generate 3 MCQs for a given Topic. You should only reply with

the questions. After each question, indicate the correct answer and provide insightful

feedback that explains why the correct answer is correct and why the incorrect

answers are wrong. Use the following example JSON format for your output for
each MCQ.

{example_format}

User message:

Geography in the European Union.

GPT Response

{

"id": 1,
"question": "Which city hosts the headquarters of the
< European Parliament?",
"options": {
"A": "Brussels",
"B": "Strasbourg",
"C": "Luxembourg City",
"D": "Frankfurt"
I,
"correct_answer": "B",
"hint": "This city is located in northeastern France.",
"feedback": {
"correct": "The European Parliament has its official
— seat in Strasbourg, France.",
"incorrect": {
"A": "Brussels hosts the European Commission and the
— Council of the European Union but not the
— official seat of the European Parliament.",
"C": "Luxembourg City hosts the European Court of
— Justice and other EU institutions but not the
— Parliament.",
"D": "Frankfurt hosts the European Central Bank but

— not the European Parliament."

Note: The model now consistently produces the requested JSON format, but only

one MCQ per iteration were generated for all models. Explicit instructions specifying the
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number of questions might be needed for consistent output.

GPT Models Performance

Prompt Nr | GPT-40 | GPT-4 Turbo | GPT-3.5 Turbo
Consistent Feedback Format | 5 9.7s 21.0s 2.7s*
Using Template Pattern 6 8.3s 12.2s 1.8s*
Achieving JSON Format 3.9s* 7.3s* 3.0s*

Table 4.3: Model Average Speed Comparison Across Prompts. Each value is the average

of 5 measurements.

*Did not output requested number of MCQs

Conclusion

Phase 2 demonstrated that using the Template Pattern effectively ensured a consis-

tent feedback format in the generated MCQs. Although a desirable JSON Format was
achieved, all models consistently produced only one MCQ instead of the requested three.
In subsequent phases, the prompts must be refined to address this issue. However, be-
fore proceeding to that step, | will focus on selecting the most suitable model for further

development.

4.3.3 Model Evaluation and Selection

Prompt Nr | GPT-40 | GPT-4 Turbo | GPT-3.5 Turbo
Basic MCQ Generation 1 4.8s 6.9s 2.2s
Remove Overhead 2 2.8s 6.7s 2.3s
Indicating Correct Answers | 3 3.1s 5.5s 2.7s
Insightful Feedback 4 12.1s 13.6s 3.86s*

Table 4.4: Model Average Speed Comparison Across Prompts. Each value is the average

of 5 measurements.

*Did not output requested number of MCQs

Prompt Nr | GPT-40 | GPT-4 Turbo | GPT-3.5 Turbo
Consistent Feedback Format 9.7s 21.0s 2.7s*
Using Template Pattern 8.3s 12.2s 1.8s*
Achieve JSON Format 3.9s* 7.3s* 3.0s*

Table 4.5: Model Average Speed Comparison Across Prompts. Each value is the average

of 5 measurements.

*Did not output requested number of MCQs
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To see the performance of each iteration for each prompt, see Appendix .2.

In the process of evaluating and selecting the most suitable model for continued testing,
several key factors were considered, including the speed, quality, and consistency of output
across a series of prompts. GPT-40 emerged as the preferred choice due to its ability to
consistently produce MCQs as instructed across various prompts, while also maintaining
a balance between performance speed and reliability. Although GPT-3.5 Turbo demon-
strated superior speed, it struggled to generate the correct number of MCQs from Prompt
4 onwards, indicating its failure to deal with more detailed prompts consistently. GPT-4
Turbo is similar to GPT-40 but was consistently slower. For instance, in the "Consis-
tent Feedback Format” prompt, GPT-4 Turbo took 21.0 seconds on average compared to
GPT-40's 9.7 seconds, which is a substantial difference.

GPT-40 is chosen for further testing, as it is not only adequate in speed compared
to the other models, but because the output has been the most satisfactory as well. It
is also known from other literature that GPT-40 performs better than GPT-4 in most
task-specific benchmarks (3.1.1).

4.3.4 Few-shot prompting, refinements, and MCQ Guide-
lines

While the desired JSON format is achieved and the decision of which model is the
most suitable going forward has been made, it is still necessary to fix the issue of GPT not
producing the requested number of MCQs. It always produces 1 instead of the requested
3. After multiple small variations of the prompts, GPT still only produced 1 MCQ of the
requested 3, which then leads to the suspicion that this may be due to the fact that in
Prompt 7 (4.3.2), only 1 example is given to indicate the desired structure of the output.

Prompt 8: 3-shot prompting

An example of a JSON with 3 MCQ objects under a key "mcqgs” is added to the
prompt, referred to as "{example_mcqs}"” from now on. | chose a 3-shot example because
it provides a balanced amount of context and should offer enough examples to guide the
model without overwhelming it [43, 4]. The full 3-shot examples can be found in Appendix
.1. Some parts of the instructions will be omitted from the prompt as they can be derived
from the 3-shot examples.

The following instructions will be omitted: "You should only reply with the questions.
After each question, indicate the correct answer and provide insightful feedback that

explains why the correct answer is correct and why the incorrect answers are wrong.”
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System message:

Create a JSON list of num_questions MCQs for a given topic.

Use this JSON format for your response:

{example_format}.

Here is an example of the format | would like from you for 3 MCQs:

{example_mcgs}

User message:
Geography in the European Union.

Model now correctly returns the correct number of MCQs

{
"mcqs": [
{
"id": 1,
"question": "What is the highest mountain in the
— European Union?",
{
nign. 2,
"question": "Which river is the longest in the
— European Union?",
1+,
{...}
{...}
]
}

See Appendix .1 for complete output

Over 30 prompt submissions were made to confirm that due to the addition of 3-shot

prompting, GPT now correctly returns the correct amount of MCQs every single time.

Prompt 9: User Message Flexibility

A simple adjustment is made to the user message to be more flexible. Instead of

"Geography in the European Union”, they are separated into Field of Study and Subject/-

52



CHAPTER 4. DESIGN AND IMPLEMENTATION

Topic. This format is more flexible and the inputs can be easily adapted to other subjects,

such as Field of study: Computer Science and Subject/Topic: Data Structures.

System message:
Create a JSON list of num_questions MCQs for a given topic.
Use this JSON format for your response:

{example_format}.
Here is an example of the format | would like from you for 3 MCQs:
{example_mcqs}

User message:
Field of study: Geography
Subject/Topic: European Union

Prompt 10: Context setting and Persona Pattern implementation.

| implement the Persona Pattern (3.2.2), by giving GPT the role of an assessment
specialist who is specialized in creating high-quality MCQs that meet educational standards
and goals. This helps the LLM to generate appropriate types of output and prioritize details

and qualities that are relevant within the context of the role [72].

Additionally, I'll set the context (Context Manager Pattern 3.2.2) for the input by

explaining what exactly they mean.

System message:

You are an educational assessment specialist specialized in creating high-
quality multiple-choice questions that meet educational standards and goals.
You must create a JSON list of {num_questions} high-quality multiple-choice
questions that follow this JSON format: {example_format}.

Here is an example that you can use as a direction: {example_mcqs}

You will be given the following information:

- Field of Study: The broad academic discipline encompassing the subject
matter. Use this to set the context and scope for the questions.

- Subject/Topic: The specific focus within the field of study. Use this to
narrow down the content to a particular area that the questions should
address.

User message:

Field of study: Geography
Subject/Topic: European Union
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There is no clear difference in the output that can be determined without any objective
measurements or testing, but it was previously established that the Persona Pattern is
effective (3.2.2) and that additional context can result in more consistent output and less
hallucination, as LLMs have more guidance and do not have to interpret by themselves

what the user input means.

MCQ Guidelines

To further guide GPT in the creation of high-quality MCQs with minimal writing flaws,
additional MCQ guidelines are added to the prompt. The additional guidelines come from
the section 3.3, where characteristics of a good MCQ based on an aggregate of studies
were outlined. The guidelines that can be derived through the 3-shot examples by GPT

will be omitted.

## Guidelines for the Stem

- The stem should be meaningful by itself and provide a complete
—~ 1idea.

- Avoid ambiguous statements and including irrelevant
< information in the stem.

- The stem should be in the form of a question or an incomplete

— sentence that the options will complete.

## Guidelines for the Distractors

- Distractors must be plausible and relevant to the question.
- Distractors must not overlap with the correct answer.

- Distractors should be homogeneous in content to avoid giving

— away clues about the correct answer.

## General Guidelines
- Ensure the correct answer cannot be easily guessed.

- Use consistent formatting across all options (e.g., same tense

— , structure).

Prompt 11: Restructuring, Human Readability

The entire prompt has been restructured and put into a markdown format. There is
some evidence that such a structure can help LLMs to understand and process information
more effectively [48]. But the added benefit is also that the prompt will be more readable

and adjustable for humans.

The new order of the instructions is intentional. Research has shown that setting
the context before moving to specific guidelines or examples results in better accuracy
[42, 61].
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System message:

You are an educational assessment specialist specialized in creating high-quality
multiple-choice questions (MCQs) that meet the highest educational standards and
goals.

# Information Provided to You:

- Field of Study: The broad academic discipline encompassing the subject matter.
Use this to set the context and scope for the questions.

- Subject/Topic: The specific focus within the field of study. Use this to narrow
down the content to a particular area that the questions should address.

# Task:

Create a JSON list of ‘{num_questions}' high-quality multiple-choice questions
(MCQs) based on the provided information. Adhere to the specified format,
examples, and guidelines.

# JSON Format:

Ensure each MCQ follows this format: {example_format}

# Example MCQs:

Use this example as a reference: ‘{example_mcgs}*

# Additional MCQ Guidelines:
Use these guidelines in addition to the Example MCQs when creating MCQs:
‘{mcq_guidelines}

The prompt has been further refined by restructuring it and implementing a markdown
format. This format of the prompt will also be easier to adapt and modify in the future.
An output with 5 MCQs can be found in Appendix .1. The additional guidelines MCQ

guidelines have also been added to the prompt.

Conclusion

Using few-shot prompting, particularly 3-shot prompting (as 3 examples of the desired
output are given), consistently returns the correct number of MCQs. This might raise
the question as to why the generic JSON format is still included in the prompt when
there are now 3 output examples. Including a generic JSON format is necessary to ensure
standardization and consistency. It provides a clear template, reduces ambiguity, and
guides the model in maintaining the correct structure and content, especially if there are
variations or errors in the examples. The effects of the refinements in Prompts 10 & 11
are not directly visible, but best practices were implemented to improve the prompt and
enhance the output of GPT.
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4.3.5 Restricting Information with external source

Prompt 12: Simplified RAG and Context Manager Pattern

In this step, content about Geography in the European Union and Data structures in
the context of Computer Science were generated with the help of the Llama-3.1 language
model. Exact details of the content can be found on Github [16]. GPT should use this
list of facts as its source of information, meaning that all MCQs must be created with
the given content. The purpose is to allow the creation of MCQs based on the content
of a particular lesson, subject, or course. The requested knowledge to answer the MCQs
should be available to the students. MCQs that require information out of the scope of a
lesson, are not effective in testing the students’ knowledge.

System message:
<Previous prompt (4.3.4)>

# Information Provided to You:

- Content: Detailed information about the subject/topic, including key
concepts and significant details. Restrict your MCQs to the information
provided in this content.

Conclusion

Similar to Retrieval-Augmented Generation (3.2.4), without a retrieval step from a
large external dataset, the generation can be augmented with specific content and re-
stricted to this context with the Context Manager Pattern (3.2.2). Even though a set of
facts is passed as context to GPT, it's not possible to strictly limit it to this information.
GPT could still draw from its extensive pre-trained knowledge, although less when this
technique is used.
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4.4 Phase 2: Bloom’s Taxonomy

Bloom's Taxonomy is a framework developed in 1956 by Bloom et al. to categorize
educational goals and learning objectives. It divides learning into levels of complexity and
specificity to encourage higher-order thinking skills [13]. The taxonomy was then revised
in 2001 by Anderson & Krathwohl to make it more applicable to modern educational

practices [6].

These are the 6 Taxonomy levels, ordered from lowest to highest:

1° Remember: Assess the ability to recall facts and basic concepts.

2° Understand: Assess how well information is understood by asking students to

interpret or explain ideas.

3° Apply: Assess whether students can apply the information they learned in new

situations.

4° Analyze: Assess the student’s ability to break down information into parts and

understand its structure.
5° Evaluate: Assess the ability to evaluate situations based on criteria and standards.

6° Create: Assess the ability to generate new ideas or produce original work.

MCQs are not suitable for testing all of these Taxonomy levels. The higher the Tax-
onomy level, the more challenging it gets to craft an MCQ that can effectively assess it.
Therefore | have decided to include the generation of the first three levels of learning—

remember, understand, and analyze—as MCQs are most suitable for assessing these levels.

The overwhelming amount of the generated MCQs so far are recall-based and fall into
the Remember-Level of the Bloom Taxonomy. Occasionally, GPT also included MCQs
that fall into the Understand/Apply category.

Examples of generated MCQs above the Remember Level.

See Appendix 5

Understand(Set 2, Q4): What is the primary advantage of using a linked list over

an array?

Apply(Set 1, Q10): Which data structure is most suitable for implementing a

priority queue?

Apply(Set 5, Q6): Which traversal method would you use to process all nodes in a

binary search tree in ascending order?
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4.4.1 Modifying the 3-shot examples

The current 3-shot example (see Appendix .1) does not represent MCQs for the Un-
derstand and Apply Levels at all, as currently all examples are recall-based. Therefore,
new 3-shot examples for each cognitive level will be introduced in the same format based
on the medical field. The full 3-shot examples can be found on Github [16].

Remember 3-Shot examples.

Q1: "What is the primary function of red blood cells?"
Q2: "What is the name of the largest bone in the human body?”
Q3: "Which vitamin is essential for blood clotting?”

Understand 3-Shot examples.

Q1: "Why is insulin important in regulating blood glucose levels?”
Q2: "What is the role of alveoli in the respiratory system?”

Q3: "How does the body respond to a decrease in blood pressure?”

Apply 3-Shot examples.

Q1: "A patient with type 1 diabetes accidentally administers an excess dose of insulin.
What immediate intervention should be applied to prevent hypoglycemia?”

Q2: "A patient arrives at the emergency department with symptoms of a heart
attack. Which medication should be applied immediately to improve blood flow to
the heart?”

Q3: "A patient is diagnosed with hypertension. Which lifestyle change can be applied

to help manage their condition?”

4.4.2 Implementing in Prompt

With these new 3-Shot examples for each category, the current prompts will be ex-
panded, leaving us with two final versions of our MCQ generation Prompts. One where
no content is provided, meaning that GPT will create the MCQs solely based on its own
knowledge, and one where content is provided. While Chain-of-Thought prompting has
not been mentioned specifically in this Implementation phase, the presence of this tech-
nique is apparent due to the presence of step-by-step instructions, and the provision of
contextual information to establish a clear understanding of the task, specifying the exact
requirements for the MCQs. This encourages the model to follow a chain of thought

involving:
1° Understanding the context and requirements
2° Analyzing the subject matter and content

3° Creating questions that align with the specified taxonomy level and format
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4° Ensuring that the questions meet the guidelines and standards

Prompt with and without content provided.

You are an educational assessment specialist specialized in creating high-quality
multiple-choice questions (MCQs) that meet the highest educational standards and

goals.

# Information Provided to You:

- Field of Study: The broad academic discipline encompassing the subject matter.
Use this to set the context and scope for the questions.

- Subject/Topic: The specific focus within the field of study. Use this to narrow
down the content to a particular area that the questions should address.

- Content: Detailed information about the subject/topic, including key concepts and
significant details. Restrict your MCQs to the information provided in this content.

- Bloom Taxonomy Level: Defines the cognitive process or skill that the
MCQs aim to assess.

# Bloom’s Taxonomy Level to follow:
{taxonomy}

# Task:
Create a JSON list of ‘{num_questions}‘ high-quality multiple-choice questions
(MCQs) based on the provided information. Adhere to the specified format,

examples, and guidelines.

# JSON Format:

Ensure each MCQ follows this format: {example_format}

# Example MCQs:
Use these examples for the '{taxonomy_type}' level in Bloom's Taxonomy as a

reference: ‘{example_mcqs}'

# Additional MCQ Guidelines:
Use these guidelines in addition to the Example MCQs when creating MCQs:
‘{mcq_guidelines}'

4.4.3 Results

The integration of Bloom's Taxonomy Levels is working effectively and means that
GPT can be used to address different levels of cognitive complexity when creating MCQs.
Here are a few examples of MCQs generated in the Understand & Apply Levels:
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GPT Generated MCQs for 'Understand’ level in Bloom's Taxonomy

Q1: What is a key advantage of using a linked list over an array?
Q2: What is the main purpose of a hash table?
Q3: What is a key application of a priority queue?

GPT Generated MCQs for "Apply’ level in Bloom’s Taxonomy

Q1: You need to implement a spell checker that quickly verifies if a word is in a
dictionary. Which data structure is most appropriate for this task?

Q2: To implement a priority queue for a task scheduling system, which data structure
should you use?

Q3: To store and quickly retrieve key-value pairs, which data structure would you

use?

The inclusion of the other 3-shot examples with comprehension-based questions such
as "What is the primary advantage of using a linked list over an array” and application-
based questions such as "Which data structure is most suitable for implementing a priority
queue?”, now instruct GPT to also create MCQs that challenge students’ ability to compre-
hend conceptual differences but also apply their understanding to solve practical problems.
These examples serve as templates to reinforce the model's ability to produce relevant

questions aligned with educational objectives.

4.5 Determining MCQ Solvability

A separate prompt is created that tasks the model with determining whether an MCQ
is solvable. This will be helpful to see how reliable the generated MCQs based on content
are. The validity of this prompt will be determined in the Evaluation Chapter 5.

System message:

You are an educational assessment specialist specialized in analyzing the solvability
of multiple-choice questions.

# Task: Evaluate if a Multiple Choice Question (MCQ) can be answered accurately
based only on a provided description. Your task is to determine if the given description
contains all the necessary information to solve the MCQ without requiring any prior
or general knowledge beyond what is provided in the description.

# Description {description}.

If it can be solved, return TRUE and a direct quote of where the correct answer
can be found in the Description, if not return FALSE and the reason why the MCQ
cannot be solved.

Example:
{JSON Object Example}
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4.6 User Interface and Prompt Assembly Frame-

work

4.6.1 User Interface

A simple User Interface (Ul) prototype was developed to demonstrate the ease of
generating MCQs using the final prompt. The Ul features a submission form where users
can select between two output types: "Standard” and "Creative.” These options correspond
to different temperature settings for the GPT API in the backend, with "Standard” using
a temperature (See figure 4.1) of 0.1 for more consistent and predictable outputs, and
"Creative” using a temperature of 0.7 which is considered to be optimal for creative writing
[53], in case the user is not satisfied with the variety of the standard settings. Upon
submission, the Ul displays the elapsed time since the prompt was submitted and presents
all generated MCQs on the next page once the response from the APl is received. Correct
answers are highlighted in green, while incorrect ones are marked in red. Additionally, if
a description is provided, users can check the solvability of the MCQs, which updates the
solvability status and enables the download of the solvable MCQs as a JSON file. This
interface ensures an intuitive and efficient experience for generating and reviewing MCQs.

MCQ Results

Back to Form Check Solvability

A patient presents with elevated blood pressure and is diagnosed with
hypertension. Which lifestyle modification should be applied to help
manage their condition?

A Increasing sodium intake

B: Engaging in regular physical exercise

C: Drinking more caffeinated beverages

Create Your MCQ

D: Smoking more frequently

Time Elapsed: 6 seconds
Correct Answer: B
Field of Study

Engaging in regular xercise helps lower blood pressure and improve heart health

Medicine
Feedback for incorrect answers:

Subject/Topic sing sodium intake ca

n hypertension.

aise blood pressure in some individua

General Medicine
laod pressure and worsen cardiovascl

Choose Output Type

Standard Creative Solvability: Not checked

Choose Cognitive Level (Bloom's Taxonomy)

Remember Understand A patient with type 2 diabetes needs to manage their blood sugar levels.
Which of the following strategies should be applied?

Select a value (1-10)
[ ] A: Skipping meals to reduce calorie intake

Selected value: 6

B: Engaging in regular physical activity

Description

### 1. Introduction to General Medicine C:Increasing sugar intake to boost energy
- ™Definition and Scope™ .
- General Medicine, also known as Internal Medicine, focuses on the comprehensive care of adult, D: Avoiding all carbohydrates

providing diagnosis and treatment for a wide array of conditions affecting different body systems. The field

emphasizes 3 holistic approach to medicine, where practitioners consider the biological, psychological, and Correct Answer: &
sodial aspects of patient care.

- General practitioners (GPs) orinternists serve as primary care providers, often manging 3 brosd spectrum Engaging in regular physical activity helps manage blood sugar levels and improve overall
of heaith issues and coordinating patient care scross different heathcare settings. They sre instrumentalin ealth
managing both acute and chronic iinesses, emphasizing preventive messures and heslth education to
improve patient outcomes. Feedback for incorrect answers:

= A:Skipping meals can lead to unstable blood sugar levels.

- "*Understanding the Scope**:
- General Medicine serves as the foundation of adult healthcare,integrating various spcialties to provide « Ciincreasing su
well-rounded care. It requires a deep understanding of human anatomy, physiology, and pathology to
diagnose and treat diseases effectively.
- GPs and internists must be adept at identifying symptoms that might be interconnected, showcasing the

sen blood sugar control.

« D: Avoiding all carbohydrates is not necessary and can lead to nutritional deficiencies.

importance of understanding complex interactions within the human body. Solvability: Not checked

Back to Homepage

A patient with asthma is experiencing frequent attacks. Which

Figure 4.2: Form Page Figure 4.3: Result Page
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MCQ Results

Back to Form Check Solvability Download Solvable MCQs

Solvability Check Results
6 out of 6 MCQs are solvable based on the provided description.

A patient presents with elevated blood pressure and is diagnosed with
hypertension. Which lifestyle modification should be applied to help
manage their condition?

A: Increasing sodium intake

B: Engaging in regular physical exercise

C: Drinking more caffeinated beverages

D: Smoking more frequently

Correct Answer: B
Engaging in regular physical exercise helps lower blood pressure and improve heart health.

Feedback for incorrect answers:

® A:lncreasing sodium intake can worsen hypertension.
e C: Caffeinated beverages can raise blood pressure in some individuals.

e D:Smoking can increase blood pressure and worsen cardiovascular health.

Solvability: Solvable

Reason: Implement lifestyle modifications and medication plans to manage hypertension.

Figure 4.4: Result Page: Solvability Checked
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4.6.2 Framework to assemble the final MCQ generation

Prompt

User Prompt

Bloom Taxonomy

Field of Study Subject/Topic Optional: Content

Level
1
Bloom's
" Taxonom
Additional Resources Y
Remember
JSON Output Format
Taxonomy Level Specific
Specific 3-Shot Taxonomy
Number of MCQs Example Description
Understand
MCQ Guidelines
Taxonomy Level Specific
Specific 3-Shot Taxonomy
Example Description
Apply
Taxonomy Level Specific
Specific 3-Shot Taxonomy
Assemble System Example Description

Prompt

*

System Prompt

You are an educational assessment specialist specialized in creating high-quality multiple-
choice questions (MCQs) that meet the highest educational standards and goals.

# Information Provided to you

The broad academic discipline encompassing the subject matter. Use

| Field of Study ‘ this to set the context and scope for the questions.

| Subject/Topic ‘

The specific focus within the field of study. Use this to narrow down
the content to a particular area that the questions should address.

f \Detailed information about the subject/topic, including key concepts
| Optional: Content ' land significant details. Restrict your MCQs to the information provided |
1 | i i

\in this content.

Bloom Taxonomy
Level

Defines the cognitive process or skill that the MCQs aim to assess. ‘

# Task
Create a JSON list of ~Number of MCQs | high-quality multiple-choice questions (MCQs)
based on the provided information.

Ensure the guestiol lign with the Bloom's Taxonomy level.
Adhere to the specified format, examples and guidelines.

# JSON Format:

Ensure each MCQ follows this format: JSON Output Format
Specific
# Bloom's Taxonomy Level to follow: Taxonomy
Description

# # Example MCQs:

Use these examples for the Bloom Taxonomy

Lavel to understand the type and complexity of

Taxonomy Level
questions expected for this Bloom’s Taxonomy Level: = Specific 3-Shot
Example

# MCQ Guidelines:
Use these guidelines in addition to the Example MCQs when creating MCQs: | MCQ Guidelines

Figure 4.5: Final Prompt Assembly
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5 Evaluation

5.1 Using GPT to determine solvability of MCQs

In this phase of the research, | aim to address two research questions:

1° RQ1: How good is GPT at detecting recall-based MCQs that are not solvable based

on the given content?

2° RQ2: How many recall-based MCQs that GPT creates in Prompt 12 (4.3.5) are
solvable based on the given content? This will demonstrate how often GPT will

draw from its extensive pre-training knowledge instead of adhering to the content.

The focus on recall-based questions in RQ1 and RQ2 is primarily due to my lack of
subject matter expertise and the independent nature of this research. Manually assessing
the solvability of recall-based MCQs is more feasible for me, as they are generally easier
to evaluate for accuracy and relevance without requiring in-depth expertise in the subject

area.

5.1.1 Research Question 1

Research Question 1: How good is GPT at detecting recall-based MCQs that are

not solvable based on the given content?

RQ1: Methodology

| manually created 30 recall-based MCQs for each Field of Study & Subject/Topic
Pair. The MCQs will always be around the same context, but some will clearly go out of

the scope of the given content.

Data: 30 MCQs

Field of Study: Geography
Subject/Topic: European Union
Solvable: 20 MCQs

Unsolvable: 10 MCQs
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Data: 30 MCQs

Field of Study: Computer Science
Subject/Topic: Data Structures
Solvable: 17 MCQs

Unsolvable: 13 MCQs

RQ1: Results
Iteration | Found Solvable | Found Unsolvable
1 20 10
2 20 10
3 20 10
4 20 10
5 20 10
6 20 10
7 20 10
8 20 10
9 20 10
10 20 10

Table 5.1: GPT identifying solvability for Geography MCQs

Iteration | Found Solvable | Found Unsolvable
1 17 13
2 17 13
3 17 13
4 17 13
5 17 13
6 17 13
7 17 13
8 17 13
9 17 13
10 17 13

Table 5.2: GPT identifying solvability for Data Structures MCQs

RQ1: GPT demonstrated perfect classification accuracy in both tests, each test based
on 10 iterations with 30 MCQs each. This suggests that GPT is highly effective at
differentiating between solvable and unsolvable recall-based MCQs based on the provided
content. This function of GPT will now be used to determine how many of the generated
MCQs adhere to the given content.
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5.1.2 Research Question 2

Research Question 2: How many MCQs of the generated MCQs are solvable based
on the given content? This will demonstrate how often GPT will draw from its extensive

pre-training knowledge instead of adhering to the content.

RQ2: Methodology

MCQs will be generated and the prompt from RQ1 will be used to determine their
solvability. A set of 10 MCQs is generated per prompt. The total generated MCQs for
this part is limited to 100, due to the limitation of manually inspecting the solvability of

each MCQ.

Test Data: 5 Sets of 10 generated MCQs each
Field of Study: Geography

Subject/Topic: European Union

Manual Assessment: All MCQs seem solvable.

Full List of Questions: Appendix 4

Iteration | Found Solvable | Found Unsolvable | Question Number
1 50 0 None
2 50 0 None
3 50 0 None
4 50 0 None
5 50 0 None

Table 5.3: GPT classifying the generated MCQs’ solvability

Test Data: 5 Sets of 10 generated MCQs each
Field of Study: Computer Science
Subject/Topic: Data Structures

Manual Assessment: Found 4 MCQs to be not solvable.
Full List of Questions: Appendix 5

67




5.1. USING GPT TO DETERMINE SOLVABILITY OF MCQS

Manually found unsolvable MCQs

Q1: "Which graph traversal algorithm uses a queue to keep track of vertices to
visit?"

Al: "Breadth-First Search (BFS)"

Reason: The description indicates that BFS uses queues, but there is no mention

of how it works and that it keeps track of vertices to visit.

Q2: "What is the primary advantage of using a linked list over an array?”
A2: "Linked lists have a dynamic size, allowing for efficient insertions and deletions.”
Reason: The information in the Answer is present, but it's not mentioned as an

'advantage’ per se, just as a characteristic of linked lists.

Q3: "Which operation in a circular queue connects the end of the queue back to
the front?”

A3: "Wrap-around”

Reason: There is no mention of the term wrap-around.

Q4: "Which traversal method would you use to process all nodes in a binary search
tree in ascending order?”
A4: "In-order.”

Reason: In-order method is mentioned but not explained how it works.

Iteration | Found Solvable | Found Unsolvable | Question Number
1 48 2 16, 43
2 48 2 16, 43
3 48 2 16, 43
4 48 2 16, 43
5 48 2 16, 43

Table 5.4: GPT classifying the generated MCQs’ solvability

With our prompt used in RQ2, GPT detected that 48 out of 50 MCQs were solvable
and 2 were not solvable. These are the questions that GPT deemed not solvable based

on the Content for Data Structures.

Question 16: "Which operation in a circular queue connects the end of the queue
back to the front?”
Answer 16: "Wrap-around”

Question 43: "In which scenario is a doubly linked list more advantageous than a

singly linked list?”

Answer 43: "When frequent insertions and deletions are required at both ends”
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GPT Result & Reasoning

Question 16: Which operation in a circular queue connects the end of the queue
back to the front?

GPT Verdict: FALSE (not solvable)

GPT Reason: The description does not explicitly mention the term "Wrap-around’

or describe the specific operation in a circular queue.

Question 43: In which scenario is a doubly linked list more advantageous than a
singly linked list?

GPT Verdict: FALSE (not solvable)

GPT Reason: The description does not provide a direct comparison between doubly
linked lists and singly linked lists in terms of advantages for specific scenarios.

RQ2: Results

GPT was able to detect 2 out of the 4 MCQs (see 5.1.2) that | deduced were not
solvable based on the given content (the exact content can be found on Github [16]).
One could argue that Question 2 is solvable, but it might not be 100% clear to a student
that these listed characteristics are an advantage. In Question 1, it seems like the Model
used its pre-training knowledge to know that BFS keeps track of vertices to visit, and
that's how it generated the unsolvable MCQ), and once again that's how it deduced that

it is solvable based on the given content.

Otherwise, GPT's performance from iteration to iteration is consistent (meaning the

amount of solvable/unsolvable MCQs) is constant.

Topic Total Solvable | Total Unsolvable | GPT Solvable | GPT Unsolvable
European Union 50 0 50 0
Data Structures 46 4 48 2

Total 96 4 98 2

Table 5.5: Actual Results vs GPT Results

Out of 100 generated recall-based MCQs, 4 were not solvable, resulting in 96% of
recall-based MCQs being solvable, notably all of these unsolvable ones were found in the
Data Structures MCQs, indicating that the complexity of the topic may influence this

statistic.

5.2 Assessing MCQ Quality with SAQUET

In the study by Moore et al. (see Section 3.3.2), the rule-based approach was more
successful in determining the quality of common item-writing flaws compared to GPT-4
when compared to the evaluations of human experts. This led to further enhancements
and the introduction of SAQUET [45] - an automatic question usability evaluation toolkit
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- which further refined the rule-based approach.

These are the 19 Item-Writing Flaws (IWFs) that SAQUET analyzes, many of which

have been covered in my section about the characteristics of a good MCQ (see 3.3.1).

Item-Writing Flaw

An Item Is Flawed If...

Longest Option Correct

The correct option is noticeably longer [>25%] and includes more
detailed information than the other distractors, as this clues students

to this option.

Ambiguous Information

The question text or any of the options are written in an unclear way

that includes ambiguous language.

Implausible Distractors

Any included distractors are implausible, as good items depend on

having effective distractors.

True or False

The options are a series of true/false statements.

Absolute Terms

It contains the use of absolute terms (e.g., never, always, all) in the

question text or options.

Complex or K-type

It contains a range of correct responses that ask students to select

from a number of possible combinations of the responses.

Negatively Worded

The question text is negatively worded, as it is less likely to measure

important learning outcomes and can confuse students.

Convergence Cues

Convergence cues are present in the options, where there are different

combinations of multiple components to the answer.

Lost Sequence

The options are not arranged in chronological or numerical order.

Unfocused Stem

The stem is not a clear and focused question that can be understood

and answered without looking at the options.

None of the Above

One of the options is “none of the above”, as it only really measures

students’ ability to detect incorrect answers.

Word Repeats

The question text and correct response contain words only repeated

between the two.

More Than One Correct

There is not a single best answer, as there should be only one answer.

Logical Cues

It contains clues in the stem and the correct option that can help the

test-wise student to identify the correct option.

All of the Above

One of the options is “all of the above", as students can guess correct

responses based on partial information.

Fill in the Blank

The question text omits words in the middle of the stem that students

must insert from the options provided.

Vague Terms

It uses vague terms (e.g., frequently, occasionally) in the options, as

there is seldom agreement on their actual meaning.

Grammatical Cues

All options are not grammatically consistent with the stem, as they

should be parallel in style and form.

Gratuitous Information

It contains unnecessary information in the stem that is not required

to answer the question.

Figure 5.1: The 19 ltem-Writing Flaw rubric criteria used by SAQUET.
Taken from Moore et al. (2024), AIED 2024 [45]

SAQUET uses several techniques to determine whether an IWF is found in a multiple-
choice question, including text-matching techniques, NLP-based information extraction

such as Named Entity Recognition (see Section 2.3), and further enhancements provided
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by GPT-4 [45].

1° RQ3: Moore et al. have identified areas for refinement in the "More than One Cor-
rect” Criteria when utilizing GPT. Building on their insights, SAQUET be enhanced
further by leveraging the insights gained during this research, incorporating GPT-40
(instead of GPT-4), and more advanced prompt engineering techniques?

2° RQ4: Determining the MCQ Quality of the generated MCQs using SAQUET.

5.2.1 Research Question 3

Research Question 3: Moore et al. have identified areas for refinement in the "More
than One Correct” Criteria when utilizing GPT. Building on their insights, can SAQUET
be enhanced further by leveraging the insights gained during this research, incorporating

GPT-40 (instead of GPT-4), and more advanced prompt engineering techniques?

As a quick refresher (see Section 3.3.2), Moore et al. (2024) [45] developed a
tool called SAQUET to evaluate multiple-choice questions based on 19 Item-
Writing Flaws (IWFs). Experts manually evaluated these IWFs for 271 MCQs
and SAQUETS' evaluation is then compared to the expert’s evaluation. They

achieved a 94.13% overall matching rate and a 38% exact matching rate.

I will know whether this is achieved if | achieve a higher matching rate for the "more
than one correct” criteria. This could also subsequently increase the overall and exact
matching rate.

Matching Rate: This indicates how many of the flaws were detected by SAQUET that
were also detected by the experts.

Exact Matching Rate: This indicates how many multiple-choice questions were evalu-
ated exactly the same by SAQUET and by the human experts.

RQ3: Motivation

These are direct quotes from the paper by Moore et al. (2024) [45] and SAQUET
code that was made available in the paper introducing SAQUET [45]. Full permission to
use and modify this code was granted to me.

About the "More Than One Correct” Criteria

"Other flaws like More than one Correct, which relied heavily on GPT-4,
presented significant challenges, notably impacting the overall exact matching
ratio. This flaw saw a misclassification for 50 out of 271 questions (18.5%),
making it the most problematic. The challenge arose from GPT-4's difficulty
in reliably identifying the correct answer for an MCQ, frequently failing to
determine if a single correct option exists. However, this limitation is not
inherently negative, as it does not imply the question is flawed, just that the
LLM has the inability to solve it" [45]
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Code Comments:

"There are two ways to do this, one being to present the options of the MCQ
along with the question to the LLM and ask if more than one is correct.
This has a ton of false positives however, so we're going with a more basic
approach of "Can the LLM correctly answer the problem”, however, this does
not necessarily tell us if more than one is correct, but the assumption is if
the LLM gets it, then that is likely the singular correct answer. However, the
LLM incorrectly answering may just mean the question is difficult and requires

higher Bloom's. At some point, this criteria should be refined.”

RQ3: Methodology

The assessment of both the new overall and exact matching rates is possible thanks
to the generosity of Steven Moore, a PhD candidate at the Human-Computer Interaction
Institute in the School of Computer Science at Carnegie Mellon University [47] and the
team [45], who kindly provided us with 100 MCQs of the 271 MCQs used in the paper,
along with their classifications by experts in the 19 IWFs. | would like to express my

sincere gratitude to them for their invaluable contribution.

RQ3: Implementation

The original prompt tasks GPT-4 with determining whether there is a possible correct
answer to the question or not, prompting it to reply with "Yes" or "No”. The reasoning
behind this approach by Moore et al. is that the other approach of presenting the options
of the MCQs along with the questions to the LLM and asking if more than one is correct
leads to a ton of false positives [45], as highlighted in the "Code Comments” above.

| think that the latter approach was tackled with the wrong focus, as it requires GPT-4
to do multiple tasks (may be due to the constraints of GPT-4), and propose a modified

alternative approach:

Instead of asking GPT to determine if there is more than one option that is correct
when presenting him with the question and the options, GPT will be instructed to just solve
the MCQ and return the choices that it thinks to be correct. Then it will be determined
independently from GPT whether there was more than one option. In this approach, GPT
only focuses on answering the question, and not on also determining whether there is

more than one correct choice.

RQ3: Result

After manually verifying the original SAQUET’s performance on the provided 100
MCQs, | got a 93.89% matching rate and a 35% exact matching rate, which closely aligns
with the matching rates and exact matching rates of evaluating 271 MCQs mentioned in
the paper [45].
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The matching rate to the expert evaluation of SAQUET's evaluation in the "More
than one correct” criteria is 68%. 8 of the 19 IWFs use GPT-4 in some way during
classification. The majority use them as a last verification step if a good decision cannot
be made purely based on the rule-based approach. Simply changing the Model used to
GPT-40 actually yields considerably worse results overall, highlighting that GPT-40 is not
superior to GPT-4 in this specific context. The worse results of GPT-40 also stem from
the "More than one correct” criteria, dropping from a 68% matching rate to 60%. So,

simply using GPT-40 will not improve the performance of SAQUET.

Due to GPT-40's worse results in SAQUET when simply changing it as the go-to model
for all criteria in SAQUET, GPT-40 will only be used for the "more than one correct choice”
criteria. The reason that | will not test the performance with GPT-4 in this new approach

is due to the limitation that GPT-4 does not support JSON output.

This modified version of SAQUET will now be referred to as mSAQUET. mSAQUET
improved the evaluation of SAQUET in the "more than one correct” criteria, going from
an original 68% matching rate to expert evaluation, to a 98% matching rate in this
particular criteria. As this criterion was the most problematic one, the exact matching
rate also increased drastically, as mSAQUET now has an exact matching rate of 44%

compared to 35% before and the overall matching rate increased from 93.89% to 95.47%
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Figure 5.2: Comparison of Matching Rates

As LLMs are inherently Black Boxes, one cannot exactly determine what the cause of
this drastic improvement is. However, | hypothesize that the additional layer of decision-
making involved in the approach, where GPT was tasked with determining if more than

one correct answer exist, introduced unnecessary complexity. GPT not only had to assess
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the correctness of each individual option but also had to evaluate whether multiple options

were correct, thereby increasing the cognitive load and potential for errors.

In contrast, the alternative approach simplifies the task by directing GPT-4 to focus
solely on identifying the correct answers. This reduction in complexity likely minimizes
cognitive strain on the model, allowing it to perform more effectively and with greater
accuracy. By removing the secondary task of evaluating the number of correct answers,
the model can concentrate fully on its core strength: understanding and answering the
question based on its underlying knowledge and reasoning. This must not be confused
with the approach taken in RQ1, as the model is only asked to determine if a given
description is sufficient to answer an MCQ. This task is singular as the model only needs

to assess the sufficiency of the information provided in the description.

Approach with many Additional cognitive
false positives load on GPT
Does this MCQ have Determine if e
more than one correct Sulve the MCQ——> more than 1
answer? option correct No

New Approach
PP Count amount of

correct choices

Please solve this MCQ
and return the correct @ Solve the MCQ —> Answer —)ﬁ
choices.

Figure 5.3: Reducing cognitive load by focusing on a single task

Yes

No

5.2.2 Research Question 4

Research Question 4: Determining the MCQ Quality of the generated MCQs using
the modified SAQUET from RQ3.

RQ4: Methodology

| decided to continue with our Data Structures content, but no longer use the Ge-
ography - European Union content as that content was not suitable for higher levels of
Bloom's Taxonomy. Two distinct fields of study and subjects, with content that is suit-
able for higher levels of Bloom's Taxonomy are added: Linear Algebra and General
Medicine. The content for these additional subjects was also generated with the help of
the Llama-3.1 model.

These are the Data sets, divided into 6 categories, that will be used: (The generated
MCQs can be found on Github [16])

Category 1

Remember Level Bloom's Taxonomy - Content Provided
60 Generated MCQs
20 Data Structures, 20 General Medicine, 20 Linear Algebra
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Category 2

Understand Level Bloom's Taxonomy - Content Provided
60 Generated MCQs
20 Data Structures, 20 General Medicine, 20 Linear Algebra

Category 3

Apply Level Bloom’s Taxonomy - Content Provided
60 Generated MCQs
20 Data Structures, 20 General Medicine, 20 Linear Algebra

Category 4

Remember Level Bloom's Taxonomy - No Content Provided
60 Generated MCQs
20 Data Structures, 20 General Medicine, 20 Linear Algebra

Category 5

Understand Level Bloom's Taxonomy - No Content Provided
60 Generated MCQs
20 Data Structures, 20 General Medicine, 20 Linear Algebra

Category 6

Apply Level Bloom’s Taxonomy - No Content Provided
60 Generated MCQs
20 Data Structures, 20 General Medicine, 20 Linear Algebra
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Results

IWF / Category 1 2 3 4 5 6 Total | Total(%)
Longest Option Correct 6 22 10 8 16 2 64 20.31
Ambiguous Information 9 5 8 4 5 8 39 12.83
Implausible Distractors 5 2 9 3 0 0 19 6.03
True or False 0 0 0 0 0 0 0.00
Absolute Terms 1 10 13 2 9 1 36 11.42
Complex or K-type 1 6 12 4 9 13 45 14.28
Negatively Worded 2 0 0 0 0 0 2 0.63
Convergence Cues 0 5 1 2 5 3 16 5.08
Lost Sequence 0 0 2 0 0 0 2 0.63
Unfocused Stem 0 0 0 0 0 0 0 0.00
None of the Above 0 0 0 0 0 0 0 0.00
Word Repeats 4 6 7 4 7 2 30 9.52
More Than One Correct 2 2 2 0 1 4 11 3.49
Logical Cues 2 3 5 0 1 2 13 4.12
All of the Above 0 0 0 0 0 0 0 0.00
Fill in the Blank 0 0 0 0 0 0 0 0.00
Vague Terms 0 2 15 3 3 3 26 8.25
Grammatical Cues 1 6 0 1 3 0 11 3.49
Gratuitous Information 0 0 1 0 0 0 1 0.31
Total 33 69 85 31 59 38 315

Total(%) 10.47 | 21.9 | 26.98 | 9.84 | 18.73 | 12.06

Table 5.6: Results of SAQUET for all 6 sets (View Sets here 5.2.2)

IWFs % of total Most Common IWF
flaws

DS 86 27.3 Ambiguous Information
DS_WC 38 12.06 Ambiguous Information
DS_NC 48 15.24 Longest Answer Correct
LA 133 42.22 Longest Answer Correct
LA_WC 75 23.81 Longest Answer Correct
LA_NC 58 18.41 Complex K Type

GM 96 30.47 Longest Answer Correct
GM_WC 76 24.12 Longest Answer Correct
GM_NC 20 6.35 Longest Answer Correct

Table 5.7: Results of SAQUET grouped by Subject/Topic and Content or No Content.
DS = Data Structures, LA = Linear Algebra, GM = General Medicine
WC = With Content, NC = No Content
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IWF / Set Number Remember | Understand|  Apply With No
Content Content
Total MCQs 120 120 120 180 180
Longest Option Correct 14 38 12 38 26
Ambiguous Information 13 10 16 22 17
Implausible Distractors 8 2 9 16 3
True or False 0 0 0 0 0
Absolute Terms 3 19 14 24 12
Complex or K-type 5 15 25 19 26
Negatively Worded 2 0 0 2 0
Convergence Cues 2 10 4 6 10
Lost Sequence 0 0 2 2 0
Unfocused Stem 0 0 0 0 0
None of the Above 0 0 0 0 0
Word Repeats 8 13 9 17 13
More Than One Correct 2 3 6 6 5
Logical Cues 2 4 7 10 3
All of the Above 0 0 0 0 0
Fill in the Blank 0 0 0 0 0
Vague Terms 3 5 18 17 9
Grammatical Cues 2 9 0 7 4
Gratuitous Information 0 0 1 1 0
Total 64 128 123 187 128
Total(%) 20.29 40.65 39.06 59.35 40.65

Table 5.8: Comparing the amount of faults for each Taxonomy Level and With Con-
tent/No Content

Category % of total flaws
With Content 59.35
No Content 40.65
Data Structures 27.3
Linear Algebra 42.22
General Medicine 30.47
Remember 20.29
Understand 40.65
Apply 39.06

Table 5.9: How much % of the total flaws each category represents.

Observation

mSAQUET detected 315 flaws across 19 item-writing flaw categories in 360 generated
multiple-choice questions (see Table 5.6). This corresponds to a total of 6,840 possible

flaws

360 MCQs x 19 Item Writing Flaws = 6840 possible flaws

mSAQUET's detection resulted in a flaw detection rate of approximately 4.60%, indi-
cating that 95.4% of all possible flaws were not present in the MCQs.
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Considering that mSAQUET has a 95.47% matching rate with experts—meaning that
it successfully identified 95.47% of the flaws detected by experts—the flaw absence rate
can be adjusted accordingly. The combination of these two rates results in approximately

0.954 * 0.9547 ~ 91.07%

of all possible item-writing flaws, as detailed in 5.1, not being present in our generated
MCQs. This high flaw absence rate shows a high level of reliability and effectiveness in the
quality of the generated MCQs, indicating that the majority of potential issues that could
impact the educational validity and/or fairness of the questions were successfully avoided.
The result suggests that our approach to automated MCQ generation, particularly when
validated with mSAQUET, produces high-quality questions that align well with expert
assessments. To further enhance the reliability, future work could focus on improving the

model’s ability to detect and correct the more subtle or sophisticated flaws.

20.29% of the total amount of flaws were detected in the Remember Bloom's Taxon-
omy Level, 40.65% and 39.06% for the Understand & Apply Bloom's Taxonomy Levels
respectively, indicating that our MCQ generation Prompt has the least amount of flaws
when creating MCQs at this Bloom's Taxonomy Level (see Table 5.8). This aligns with the
fact that by default, GPT heavily favors Remember-based MCQs, unless the instructions
indicate otherwise. It may be due to GPT being most confident in creating Remember-
based MCQs as these are possibly more prevalent in its training data. As a result, GPT
is likely more adept at creating questions that rely on recall rather than the higher-order
levels. This suggests a potential limitation of GPT when tasked with generating MCQs
that require deeper cognitive engagement. Further prompt refinement may be needed or
additional training data that emphasize these higher-order thinking skills.

59.35% of the total amount of flaws were detected in the MCQs generated with content
and 40.65% in the MCQs generated only based on the pre-trained knowledge of GPT. This
may be due to the complexity of integrating specific contents into the generation process,
which might introduce more opportunities for errors and/or inconsistencies. When the
model solely relies on its internal knowledge, the produced MCQs are clearly less likely to

be flawed.

The most frequent item-writing flaw was "Longest Option Correct”, which comprised
20.31% of all detected flaws and was most present in the "Understand” Bloom's Taxonomy
Level MCQs. Future work could address this by refining prompts to avoid length bias or
by incorporating additional validation steps to ensure option lengths are balanced. The
next most frequent flaw was "Complex or K-type”, accounting for 14.28% of the total
flaws and most present in the "Application” Bloom's Taxonomy Level MCQs. These MCQs
contain a range of correct responses and ask students to select from possible combinations

of the responses.

Multiple IWF’s did not appear at all, such as the Unfocused Stem (see Table 5.1),
which indicates that our Prompt always results in a stem that is clear and focused and can
be understood and answered without looking at the options. Gratuituous Information

only appeared once in all 360 MCQs - meaning that the stem rarely contains unnecessary
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information that is not required to answer to answer the question.

Out of the 360 generated MCQs, mSAQUET did not detect any IWFs for 167 MCQs.

Here's an example for each category:
GPT RESPONSE - Category 1: Remember - Content Provided

Question: Which of the following is a common symptom of hypothyroidism?

Options:

a) Weight loss

b) Increased heart rate

c) Fatigue
)

d) Hyperactivity

GPT RESPONSE - Category 2: Understand - Content Provided

Question: Summarize the key difference between a min-heap and a max-heap.
Options:

a) A min-heap has a parent node with a value greater than or equal to its children,
while a max-heap has a parent node with a value less than or equal to its children.
b) A min-heap has a parent node with a value less than or equal to its children, while
a max-heap has a parent node with a value greater than or equal to its children.

c) A min-heap is used for implementing stacks, while a max-heap is used for imple-
menting queues.

d) A min-heap is always balanced, while a max-heap is not.

GPT RESPONSE - Category 3: Apply - Content Provided

Question: If a matrix A has a determinant of 0, what can you apply to determine if
A is invertible?

Options:

a) A is not invertible.

b

) A is invertible.
c) A is singular.
)

d) A is non-singular.

GPT RESPONSE - Category 4: Remember - No Content Provided

Question: What is the time complexity of accessing an element in an array by index?
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GPT RESPONSE - Category 5: Understand - No Content Provided

Question: Explain why a matrix is invertible if and only if its determinant is non-
zero.

Options:

a) A non-zero determinant indicates the matrix has full rank.

b) A non-zero determinant means the matrix is singular.

c) A non-zero determinant implies the matrix has dependent rows.
d) A non-zero determinant shows the matrix is symmetric.

GPT RESPONSE - Category 6: Apply - No Content Provided

Question: A patient with acute myocardial infarction (MI) is being treated in the
emergency department. Which intervention should be applied to restore coronary
blood flow?

Options:

a) Beta-blockers

b) Thrombolytic therapy

c) ACE inhibitors

d) Statins

In the study by Moore et al. [45], an MCQ is categorized as acceptable if there is
zero or one IWF, or unacceptable if there are two or more IWF. If the same categorization
is applied to the 360 generated MCQs, this results in 284 (78.88%) acceptable and 76
(21.11%) unacceptable MCQs. (The files of the results can be found on Github [16])

80



CHAPTER 6. CONCLUSION

6 Conclusion

6.1 Discussion

6.1.1 Design and Implementation

In this thesis, | designed and implemented a framework for generating Multiple-Choice
Questions (MCQs) using GPT models (see Fig 4.5). The focus was on leveraging the basic
capabilities of the models without any prior fine-tuning. The objective was to understand
how well these models could perform in generating educational content, specifically in the
form of MCQs, under various conditions and with the help of different prompt engineering

strategies.

Model Selection and Experimentation

Due to practical constraints and the primary goal of exploring the models' default ca-
pabilities, the decision was made to use standard GPT models without doing any custom
fine-tuning, including GPT-3.5 Turbo, GPT-4 Turbo, and GPT-40. Throughout the early
phases of experimentation, GPT-40 emerged as the most suitable model for generating
MCQs, due to its consistent performance in adhering to specific instructions and com-
parable speed to GPT-3.5 Turbo. While GPT-3.5 Turbo exhibited faster response times,
it started to struggle with consistency as the prompts became more complex. GPT-4
Turbo’s output seemed on par with GPT-40 but the response times were considerably

slower, making GPT-40 the choice for further experimentation.

Prompt Engineering and Output Consistency

A significant portion of the design and implementation focused on the implementation
and refinements of prompt engineering techniques, which were extremely important in
determining the quality and consistency of the MCQs generated by GPT. The implemen-
tation of few-shot (3.2.4) prompting, particularly 3-shot examples, played a critical role
in guiding the model to produce the correct number of MCQs in the desired format. The
Chain-of-Thought (CoT) (3.2.4) prompting technique encouraged the model to follow a
logical chain of thought, due to the presence of step-by-step instructions and provision of

contextual information.

The use of the Template Pattern (3.2.2) ensured that the outputs adhered to a stan-
dardized JSON structure for downstream processing and integration with other educational

tools.
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Content-Specific Constraints

Another key aspect of the design and implementation is the integration of content-
specific constraints using a simplified version of Retrieval-Augmented Generation (RAG
3.2.4) and context restriction with the Context Manager Prompt Pattern (3.2.2. | provided
specific content for GPT to base the MCQs on and found in the testing phase (RQ2) that
it was possible to ensure that the questions remained relevant to the specific content
that GPT was instructed with. This is extremely important in educational settings where
assessments should align closely with the taught material. While GPT generally adhered
to the provided content, it would occasionally draw from its pre-trained knowledge, which
shows that it's still important to review and validate the generated questions to ensure

their relevance.

Bloom’s Taxonomy

By default, the generated MCQs are recall-based when not specified. Therefore, the
framework was extended to include different cognitive levels as defined by Bloom's Tax-
onomy. New 3-shot examples were incorporated to represent the Remember, Understand,
and Apply Level. With this, the models were now also able to generate questions that
assessed not only basic recall but also comprehension and application skills. This was
a significant advancement, as it demonstrated that GPT can also support higher-order

thinking in educational assessments.

6.1.2 Results

The results from our MCQ generation process are promising. In Research Question
1, our study indicated that GPT exhibits perfect accuracy in determining whether a
recall-based MCQ is solvable or not. For the Geography (European Union) dataset, GPT
correctly classified 20 out of 30 MCQs as solvable and 10 as unsolvable across 10 iterations.
For the Computer Science (Data Structures) dataset, GPT accurately identified 17 MCQs

as solvable and 13 as unsolvable in each iteration.

In Research Question 2, | then used the prompt in RQ1 to determine the solvability
of the generated recall-based MCQs, as in Moore et al. [46, 45] the human experts do
not directly assess the solvability and therefore SAQUET does not either. 50 MCQs were
generated for Geography (European Union) and 50 MCQs for Computer Science (Data
Structures). | also manually assessed the solvability of these 100 MCQs and found all to be
solvable for Geography (European Union) and 4 to not be solvable for Computer Science
(Data Structures), hinting that the solvability of MCQs may decrease as the content gets
more complex. GPT determined that all were solvable for the ones in Geography, but
only detected 2 unsolvable ones in Data Structures, incorrectly classifying 2 MCQs as
solvable when they were not based on the given content. This suggests that GPT is
generally effective, and may occasionally rely on pre-trained knowledge to bridge gaps
in the content, leading to the generation of MCQs that are not fully aligned with the
provided material. Out of 160 manually verified MCQs, 158 were classified correctly by
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GPT, which lowers the perfect record from RQ1, leading to an accuracy of

158
— =98.75
160 %

The findings in Research Question 3 once again emphasize the importance of prompt
engineering 3.2 and understanding language models. By approaching the "more than one
correct” criteria problem [45] from a different perspective and leveraging the knowledge
gained on the cognitive load and behavior of language models, | was able to introduce
a modified version of the SAQUET tool, named mSAQUET, which improved the ltem-
writing flaw (IWF) detection rate of SAQUET in the "more than one correct” criteria - an

area that the paper identified as problematic [45].

Our results suggest that the original alternative approach used by SAQUET, which
required GPT to determine if more than one correct answer exists, introduced unnecessary
complexity and led to a substantial rate of misclassification. | simplified the task by
directing GPT to focus solely on identifying correct answers and returning them in a
structured format (a JSON object) and offloaded the task of determining if there were
multiple correct answers, by simply using Python code to count the amount of correct
answers from GPT's response. By doing this, mSAQUET dramatically improved the
accuracy of the tool. The matching rate for the "more than one correct” criteria improved
from 68% in the original SAQUET to 98% with mSAQUET.

This enhancement also led to a notable increase in the overall exact match rate,
from 35% to 44%, and an overall matching rate increase from 93.89% to 95.47%. The
success of mMSAQUET shows the importance of targeted prompt engineering to leverage
the strengths of large language models like GPT. By reducing the cognitive load on the
model and focusing on its capabilities more precisely, one can achieve more accurate
and reliable outcomes. This approach may be broadly applicable to other areas where
LLMs are used for complex decision-making tasks, which can potentially lead to further

improvements in automated educational assessment tools.

Through our experiments in Research Question 3, | also found that GPT-40 is not
clear-cut better than GPT-4, as the original SAQUET uses GPT-4, as a last verification
step if a good decision couldn’t be made based on the purely rule-based method, for 8
of their classifications. Simply switching the model from GPT-4 to GPT-40 yielded the

worst results (See comparison: 6.1).

Finally, in Research Question 4, the assessment of our 360 generated MCQs using
mSAQUET was great. mSAQUET showed a flaw detection rate of 4.6% (315 flaws out
of 6840 possible flaws), suggesting that the majority of potential flaws were successfully
avoided. Combining that with mSAQUET's matching rate (how many % of flaws were
detected compared to how many the experts detected) of 95.47%, results in a 91.07%
of all possible flaws absent from the MCQs. This indicates high reliability in generating
high-quality MCQs.

— Bloom’s Taxonomy Levels: The "Remember” level questions had the fewest flaws
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Figure 6.1: Comparison of Matching Rates

(20.29%), while "Understand” and "Apply” level questions had higher flaw rates
of 40.65% and 39.06% respectively. This trend suggests that GPT is better at
generating simpler, recall-based questions, likely due to this type of question aligning
closer with its training data. As the cognitive demand increases, more item-writing
flaws are introduced, indicating that there may be a need for further refinement of

the prompts or training data that includes more higher-order cognitive tasks.

— Content-Dependent vs Content-Independent MCQs: MCQs generated with
content had a higher proportion of flaws (59.35%) compared to those without con-
tent (40.65%). This may reflect the increased cognitive load and complexity when
integrating specific content through the simplified version of RAG 3.2.4 into the
generation process, introducing more opportunities for errors. This suggests that
while GPT can generate reasonable questions solely based on its pre-trained knowl-
edge, the incorporation of external content might require more sophisticated prompt
engineering to maintain quality.

— Common Item-Writing Flaws: The most frequent IWFs were "Longest Option
Correct” (20.31%) and "Complex or K-type” (14.28%). These flaws were particularly
prevalent in the "Understand” and "Apply" levels, respectively. The presence of these
flaws indicates areas where the MCQs could be improved to avoid leading students

to the correct answer or overcomplicating the question structure.

— Least common Item-Writing Flaws: Some Item-Writing Flaws never occurred,
such as the "True or False” Question Type. The "Unfocused Stem” criterion never

appeared as well, indicating that the stem always is clear and focused, not requiring
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additional context or a look at the options to be understood. The undesired MCQ

or Distractor types ("All of the Above”, "None of the Above”) never occurred.

— Acceptability of MCQs: Using the criteria from Moore et al. [45], which considers
an MCQ acceptable if it has zero or one IWF, 78.88% (284) of the generated MCQs
were categorized as acceptable, while 21.11% (76) were categorized as unacceptable.

— Zero ltem-Writing Flaw MCQs: Out of 360 generated MCQs, 167 were detected
to have no flaws by mSAQUET, and 117 had only one flaw. These examples of
Zero IWF MCQs were found across all 3 cognitive levels (Remember, Understand,
Apply), illustrating that high-quality MCQs are achievable for all cognitive levels.

6.2 Limitations and Future Work

6.2.1 Limitations

This study explored the capabilities of GPT in generating high-quality multiple-choice
questions related to Geography, Data Structures, Linear Algebra, and General Medicine.

While the results are promising, several limitations must be acknowledged:

Subject Matter Expertise

As a master's student in Computer Science and Information Technologies, | possess
limited expertise in both assessment creation and specific subject matters. This constraint
may affect the depth of analysis in the generated MCQs. Future work would benefit from
collaboration with subject matter experts to validate the accuracy and relevance of the
questions. | individually created recall-based MCQs in RQ1 and evaluated their solvability
based on a given Description, while also manually verifying the solvability of 100 recall-
based generated MCQs in RQ2. Naturally, | could have made errors when assessing their

solvability.

Assessment of Qutput Quality

The evaluation of the MCQs, particularly regarding the plausibility and relevancy of
distractors and the clarity of the correct answers, solely relies on SAQUET and no hu-
man expert reviewers. The overall quality assessment could be enhanced through expert

valuation.

Limited Scope of Subject Areas

The study focused on generating MCQs in areas such as Geography, Data Structures,
Linear Algebra, and General Medicine, so the scope was limited to these specific subjects.
This selection does not fully represent the diversity and complexity of content that GPT
models could encounter in broader educational contexts.
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Lack of User-Centered Testing

The cognitive load imposed by the generated MCQs on students was not assessed.
While the study focused on generating questions across different levels of Bloom's Taxon-
omy, it did not measure how these questions might affect students’ cognitive load during

assessments.

The generated MCQs were also not tested in real-world educational settings with actual
students. Therefore, the study lacks empirical data on how well these questions perform
in practice, including their effectiveness in assessing student knowledge and their impact

on learning outcomes.

Potential Bias in Content Generation

This study did not explore potential biases in the content generated by GPT. Given that
these models are trained on vast datasets that most certainly contain biased information,

there is a risk that the generated MCQs could reflect these biases.

6.2.2 Future Work

The findings of this study have demonstrated the capabilities of GPT-40 in generating
multiple-choice questions and assessing their quality through various metrics. However,
several areas for future research and development have been identified to further enhance

the reliability, applicability, and educational relevance of these generated MCQs.

Incorporating Newer Language Models

As large language models continue to evolve, it will be important to test the generation
of MCQs with newer versions of these models. Future studies could investigate whether
more recent or advanced LLMs offer improvements in terms of question quality, solvability,

and alignment with educational standards.

Try a different number of examples for Few-Shot Prompting

All of the prompts use 3-shot (3 examples of the desired output) Prompting. | suggest
for future research to include more examples where each multiple-choice question contains
no item-writing flaw. This could help the model to produce fewer item-writing flaws when
generating MCQs. Findings from studies such as from Lu et al. (2022) [44] could be used
to assess the perfect amount and order of few-shot prompts.

Access up-to-date data with RAG

We used a simplified version of Retrieval-augmented generation (RAG), omitting the

retrieval step of the prompting technique. This approach did not fully leverage the poten-
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tial of RAG to access and integrate real-time up-to-date data into the generation process.
Future research should explore the integration of a complete RAG framework, to allow
GPT to base its responses on the most recent and relevant information available at the

time of the query.

Enhancing MCQ Generation with CoVe

One promising direction for future research is the integration of the Chain-of-Verification
(CoVe) method into the MCQ generation process. CoVe has been shown to significantly
improve the accuracy of language models by reducing factual hallucinations in complex
text generation tasks. By applying CoVe to MCQ generation, it may be possible to ensure

that correct answers are always factually accurate.

Conducting User-Centered Testing

To validate the practical application of the generated MCQs, future research should
involve testing the questions with actual students. This would allow for the calculation
of key educational metrics, such as the discrimination index (how well a question differ-
entiates between high and low-performing students), difficulty level, gathering feedback
on the practical usability, and testing the alignment with educational standards. These
metrics are important for understanding the educational value of the MCQs and ensuring

that they are appropriately challenging for the target audience.

Communicating SAQUET Results

The promising results achieved with the modification of the SAQUET tool, particularly
in improving the evaluation of the "More than one correct” criterion, will be communi-
cated to the research team led by Moore et al., hopefully leading to further refinements.
Additionally, it would be valuable to test SAQUET against other similar toolkits to verify

its effectiveness and explore opportunities for cross-validation.

Expanding Subject Matter and Interdisciplinary Research

Given that the solvability tests in RQl and RQ2 were limited to "Remember” level
questions due to the limitations of this study, future work should include solvability as-
sessments for "Understand” and "Apply” Taxonomy level questions as well. This will help
determine whether the framework developed in this study is effective across different levels

of cognitive complexity.

Future research should expand the range of subjects included in the study to more
specialized or interdisciplinary topics. The goal would be to evaluate if the findings can
be generalized, answering the question of whether GPT models can generate high-quality
MCQs across diverse fields of study.
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Exploring Image Generation Capabilities for Higher Cognitive Levels

In addition to text-based MCQs, future research could explore the use of advanced
image-generation capabilities to create supplementary materials such as graphs, diagrams,
and charts. These visual aids could be integrated into questions to target higher levels
of Bloom’s Taxonomy, such as "Analyze” and "Evaluate.” By incorporating generated im-
ages, the complexity and depth of the questions can be increased, challenging students
to interpret and analyze data or evaluate scenarios more comprehensively. Testing the
integration of image-generation tools, such as those provided by state-of-the-art models,
could significantly enhance the ability of Al-generated content to address higher-order

cognitive skills, thus broadening the educational applications of these technologies.
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List of Abbreviations

Al Artificial Intelligence GPT Generative Pre-trained Transformer

ML Machine learning
SAQUET Scalable Automatic Question

NLP Natural L Processi
arural hanguage Trocessing Usability Evaluation Toolkit [45]

MCQ Multiple-Choice Question

LLM Large Language Model IWF Item-Writing Flaw
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Appendix

.1 Prompting Inputs & Outputs

(" 3-shot example

{
"mcgs": [
{
"id": 1,
"question": "What is the highest mountain in the
— European Union?",
"options": {
"A": "Mont Blanc",
"B": "Mount Elbrus",
"C": "Matterhorn",
"D": "Grossglockner"
1,
"correct_answer": "A",
"hint": "This mountain is located on the border of
< France and Italy.",
"feedback": {
"correct": "Mont Blanc, at 4,808 meters, is the
< highest mountain in the European Union.",
"incorrect": {
"B": "Mount Elbrus is the highest mountain in
— Europe but not in the EU, as it is
— located in Russia.",
"C": "Matterhorn is a famous peak in the Alps
— but not the highest in the EU.",
"D": "Grossglockner is the highest mountain
— in Austria but not in the EU."
}
}
1,
{
"id": 2,
"question": "Which river is the longest in the
— European Union?",
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"options": {

llAll . lthine" ,

"B": "Elbe",
"C": "Danube",
"D": "Seine"
I
"correct_answer": "C",
"hint": "This river flows through 10 countries

< before emptying into the Black Sea.",
"feedback": {
"correct": "The Danube River, at approximately
— 2,860 kilometers, is the longest river in
— the European Union.",
"incorrect": {
"A": "The Rhine is an important river but
— shorter than the Danube.",
"B": "The Elbe is significant but not the
— longest river in the EU.",
"D": "The Seine is mainly in France and much

< shorter than the Danube."

3
b
"id": 3,
"question": "What is the northernmost point of the
< European Union?",
"options": {
"A": "Nuorgam, Finland",
"B": "Reykjavik, Iceland",
"C": "Oslo, Norway",
"D": "Helsinki, Finland"
X,
"correct_answer": "A",
"hint": "This village is located near the border

< with Norway.",
"feedback": {
"correct": "Nuorgam, located in Finland, is the

< northernmost point of the European Union

= .",

"incorrect": {
"B": "Reykjavik is the capital of Iceland,
— which is not part of the EU.",

"C": "Oslo is the capital of Norway, which is
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\.

< mnot part of the EU.",
"D": "Helsinki is the capital of Finland but

— not the northernmost point."

(" Full Output Example for Prompt 8

{
"mcgs": [
{
"id": 1,
"question": "What is the highest mountain in the
— European Union?",
"options": {
"A": "Mont Blanc",
"B": "Mount Elbrus",
"C": "Matterhorn",
"D": "Grossglockner"
I
"correct_answer": "A",
"hint": "This mountain is located on the border of
— France and Italy.",
"feedback": {
"correct": "Mont Blanc, at 4,808 meters, is the
— highest mountain in the European Union.",
"incorrect": {
"B": "Mount Elbrus is the highest mountain in
— Europe but not in the EU, as it is
— located in Russia.",
"C": "Matterhorn is a famous peak in the Alps
— but not the highest in the EU.",
"D": "Grossglockner is the highest mountain
< in Austria but not in the EU."
3
}
ks
{
"id": 2,
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"question": "Which river is the longest in the
— European Union?",

"options": {

"A": "Rhine",
"B": "Elbe",
"C": "Danube",
"D": "Seine"
},
"correct_answer": "C",
"hint": "This river flows through 10 countries

— before emptying into the Black Sea.",
"feedback": {
"correct": "The Danube River, at approximately
— 2,860 kilometers, is the longest river in
— the European Union.",
"incorrect": {
"A": "The Rhine is an important river but
— shorter than the Danube.",
"B": "The Elbe is significant but not the
— longest river in the EU.",
"D": "The Seine is mainly in France and much

— shorter than the Danube."

"id": 3,
"question": "What is the northernmost point of the
< European Union?",
"options": {
"A": "Nuorgam, Finland",
"B": "Reykjavik, Iceland",
"C": "Oslo, Norway",
"D": "Helsinki, Finland"
I
"correct_answer": "A",
"hint": "This village is located near the border
— with Norway.",
"feedback": {
"correct": "Nuorgam, located in Finland, is the

— northernmost point of the European Union

= oWy

"incorrect": {

"B": "Reykjavik is the capital of Iceland,
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— which is not part of the EU.",
"C": "Oslo is the capital of Norway, which is
— not part of the EU.",
"D": "Helsinki is the capital of Finland but
< not the northernmost point."
3
b
}
]

(5 MCQ Example for Prompt 11

"mcqgs":

L
"id": 1,
"question": "Which organ is primarily responsible

— for filtering blood and producing urine?",

"options": {

"A": "Liver",
"B": "Kidney",
"C": "Pancreas",
"D": "Spleen"
X,
"correct_answer": "B",
"hint": "This organ is part of the urinary system.",
"feedback": {
"correct": "The kidney is responsible for
— filtering blood and producing urine.",
"incorrect": {
"A": "The liver detoxifies chemicals and
— metabolizes drugs, but it does not
< produce urine.",
"C": "The pancreas produces enzymes and
— hormones, but it does not filter blood
< or produce urine.",
"D": "The spleen filters blood as part of the
— 1immune system, but it does not
< produce urine."
X
X
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1.

PROMPTING INPUTS & OUTPUTS

s
{
"id": 2,
"question": "Which organ is the primary site of
— nutrient absorption in the digestive system?",
"options": {
"A": "Stomach",
"B": "Large Intestine",
"C": "Small Intestine",
"D": "Gallbladder"
1,
"correct_answer": "C",
"hint": "This organ is divided into three parts:
< duodenum, jejunum, and ileum.",
"feedback": {
"correct": "The small intestine is the primary
— site of nutrient absorption in the
— digestive system.",
"incorrect": {

"A": "The stomach is primarily responsible
— for breaking down food, not nutrient
— absorption.",

"B": "The large intestine absorbs water and
— electrolytes, but not the majority of
< nutrients.",

"D": "The gallbladder stores bile, which aids
< 1in digestion, but it is not involved
< in nutrient absorption."

b
X
s
{
"id": 3,
"question": "Which organ is responsible for pumping
— blood throughout the body?",
"options": {
"A": "Lungs",
"B": "Heart",
"C": "Liver",
"D": "Brain"
1,
"correct_answer": "B",
"hint": "This organ is part of the cardiovascular
— system.",
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"feedback": {
"correct": "The heart is responsible for pumping
= blood throughout the body.",
"incorrect": {
"A": "The lungs are responsible for gas
— exchange, not pumping blood.",
"C": "The liver processes nutrients and
— detoxifies the blood, but it does not
< pump it.",
"D": "The brain controls many functions of

— the body but does not pump blood."

"id": 4,

"question": "Which organ is primarily responsible
— for detoxifying chemicals and metabolizing
= drugs?",

"options": {

"A": "Kidney",
"B": "Liver",
"C": "Pancreas",
"D": "Spleen"

},

"correct_answer": "B",

"hint": "This organ produces bile, which helps
— digest fats.",
"feedback": {
"correct": "The liver is responsible for
— detoxifying chemicals and metabolizing
< drugs.",
"incorrect": {
"A": "The kidney filters blood and produces
< urine, but it does not detoxify
< chemicals.",
"C": "The pancreas produces enzymes and
— hormones, but it does not detoxify
< chemicals.",
"D": "The spleen filters blood as part of the
— 1immune system, but it does not

— detoxify chemicals."
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.1. PROMPTING INPUTS & OUTPUTS
1,
{
"id": 5,
"question": "Which organ is responsible for
< producing insulin?",
"options": {
"A": "Liver",
"B": "Kidney",
"C": "Pancreas",
"D": "Thyroid"
I,
"correct_answer": "C",
"hint": "This organ also produces digestive enzymes
- ",
"feedback": {
"correct": "The pancreas is responsible for
< producing insulin.",
"incorrect": {
"A": "The liver processes nutrients and
— detoxifies the blood, but it does not
< produce insulin.",
"B": "The kidney filters blood and produces
< urine, but it does not produce insulin
- ",
"D": "The thyroid produces hormones that
— regulate metabolism, but it does not
— produce insulin."
X
X
}
]
¥
\.

98




APPENDIX . APPENDIX

.2 Speed Tables for GPT models

Iteration GPT-40 GPT-4 Turbo GPT-3.5 Turbo

1 4.7s 6.2s 2.2s
2 4.1s 7.3s 2.1s
3 3.6s 4.9s 2.4s
4 3.0s 7.9s 2.1s
5 7.9s 8.2s 2.4s

Table 1: Model Speed Comparison for Prompt 1 - Basic MCQ Generation

Iteration GPT-40 GPT-4 Turbo GPT-3.5 Turbo

1 2.8s 7.4s 2.4s
2 2.7s 7.0s 2.5s
3 2.8s 9.6s 2.3s
4 3.2s 5.3s 2.3s
5 2.4s 4.1s 2.0s

Table 2: Model Speed Comparison for Prompt 2 - Streamlined Output

Iteration GPT-40 GPT-4 Turbo GPT-3.5 Turbo

1 2.8s 5.9s 2.5s
2 2.9s 4.5s 2.8s
3 2.9s 4.6s 2.6s
4 3.0s 4.9s 3.1s
5 4.0s 7.8s 2.6s

Table 3: Model Speed Comparison for Prompt 3 - Indicating Correct Answers

Iteration GPT-40 GPT-4 Turbo GPT-3.5 Turbo

1 17s 13.5s 4.9s
2 11.8s 12.7s 2.5s*
3 9.8s 17.2s 2.6s*
4 10.8s 12.5s 2.8s*
5 11.2s 12.0s 6.5s

Table 4: Model Speed Comparison for Prompt 4 - Insightful Feedback

*Did not output requested number of MCQs
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.2. SPEED TABLES FOR GPT MODELS

Iteration GPT-40 GPT-4 Turbo GPT-3.5 Turbo

1 9.7s 21s 2.7s*
2 14.3s 17.9s 1.9s*
3 7.5s 23.3s 5.1s
4 7.6s 17s 5.2s
5 8.1s 28.3s 6.1s

Table 5: Model Speed Comparison for Prompt 5 - Consistent Feedback Format

*Did not output requested number of MCQs

Iteration GPT-40 GPT-4 Turbo GPT-3.5 Turbo

1 8.3s 12.2s 1.8s*
2 10.5s 11.3s 4.1s*
3 10.6s 29.3s 2.2s*
4 7.8s 12.2s 2.0s*
5 8.2s 12.5s 2.1s

Table 6: Model Speed Comparison for Prompt 6 - Using Template Pattern

*Did not output requested number of MCQs

Iteration GPT-40 GPT-4 Turbo GPT-3.5 Turbo

1 3s 7.9s bs*
2 3.9s 7.3s 3.5s*
3 5.4s 14s 3s*
4 4.9s 9.3s 3.3s*
5 3.8s 10.1s 3.4s

Table 7: Model Speed Comparison for Prompt 7 - Achieve JSON Format

*Did not output requested number of MCQs
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.3 Output Testing

ON :0€3|qenjos
S8 :6ZB|GRA|0S
ON :823|qeAjos
SBA :/ZB|JRA|0S
S8), 19Z3|BA|0S
S8A :5Z3|gBAI0S
SBA :bZBIJRAI0S
ON :£Z3|qeAjos
ON :ZZ3|qeAjos
S8 :TZB|JRA|0S
ON :0Z3|qenjos
S8A :6I3|JBAI0S
ON :818|qenjos
S8 1/ TB|qeA|0S
S3A :9T3|geA|0S
S8A :GIB|JRAJ0S
S8 :FIB|geA|0S
S3A :ETB|JBAI0S
S8A :ZIB|JRAJ0S
ON :T13|qeAjos
S3A :0T3|geA|0S
S3A 6B]|QEAJ0S
saj 1ge|genjos

ON :/3|qeAjoS

ON :03|QEAJDS
s3) 1G3|geAj0S
53) 'H3|qEA|0S

ON :E3|QEAJDS
s3A IZB|gEA|0S
53) !T3]|qeA|0S

BlUBLLOY
B|NSUIUSd UBINBUIPUEDS
Ginoquisxn

ues3Q JQuey

B3S UB3UELI3MPa

sazUslAd

snudAD ‘oosug aded

ERCEI]

SpuBlaYIsN

(ss10Zy) |eONUOd ‘18|51 anbiyouoly
EYEW

BJUB| 3p Blung

s|sssnig

3pnie| N .S oY0L Alewixoiddy
“puejui4 ‘webiony

uspams

siz)awo|p 24enbs g5g’'s Almiewixoaddy
WIBURyA e

ES5 XDE|g 3yl

uspams

153404 3oe|g s AUBLIIRD

‘0EV
-6EVY
‘BEVY
L2V
Berd-|
‘GEV
FEV
Bord -
‘gev
‘TEV
-0EvY
H8-
BIV
LIV
0TV
STV
IV
ETV
ETV
IV
0TV

S1818Wo|Iy 098°T 16V

J3ArY aqnueq 8y

JIewuaq LY

Auewsg oy

sd|y syl SV

Aje1l pue a3ueld Jo J3ploq 3] UQ HY
[IUBld EY

SI213W 808'F 1TV

Jue|g ol TV

iBluenjAsuel) Jo uoibal 30351y BU3 10} umouy S| AJJUN0D 13 Yoym
ipuEjul4 Jo ped pue uspams sapnpul ejnsuluad YoM
iSpuepsylsN syl pue Auewusg ‘wnibjsg sispioq AdJunod yoygm
iN3 8yl Jo AJEpUncq WS]SeMm auy] SULIO) UESJ0 YIIYmM

£N3 243 Jo AJEpUnOq WSYIN0Ss 3y} SWI0Y BIS YDIYM

iuleds pue 23UEl4 USaMIB] J3plog [EINJEU B SULo) 30UBI UIBJUNOW YIIYmM
£N3 8yl Jo juiod IS0WLIBISES 3UI 51 IEYM

iaupseod 3sabuo) ayy sey Aunod 03 yomym

¢Spiay dijm s1 10) SNolUe) S| AUNOD N3 YaIYM

£N3 ayl jo Julod JSOWLIBISAM U 51 JEYM

Zuoiun ueadoing syl ul B3IE AQ AJJUNOD ISI|[EWS 3UY S1 JBYM
iuleds puejuiew Jo julod JSOWLISYINGS 343 51 IBYM

fuoun ueadoan3 ayy jo A3 [euded 3yl s1IBYM

ipuejul4 ‘webiony Jo SSIEUIPI0OD AU 3B JBYM

£N3 343 Jo Julod JSOLULLIYLIOU 3U] SI IBYM

£PRIEJ0] WBURY A, SHET 51 Uaym

ZUIBURY 33ET JO B3R BUY 51 IBYM

N3 3Y3 ul 3e| 1s361e] 3U3 51 I8UM

iAydwa Jaary aqnueq syl Seop BaS Yodiym ojul

éSpaol) 531 Joj umou| S N3 B3 Ul AUNod YoIym

i21EUIBUD JAATY SQNUEQ U] SI0P Uaym

:0ED
620
‘820
Jide}
19z
:GZ0
BZ0
€20
1220
120
02D
:6T0D
:BTD
HLTID
:0TD
STD
1D
ETD
2T
TID
:0TD

iApiewxoadde 1sArd sqnueg syl s1 Buo] MoH 60

&n3 sY3 ul Jsnu 3sabuo] ayy Jo sweu sy3 st Ieym 80

éSpUe|SI DOF'T J2A0 Jo dn 3pew s1 AQunod N3 Yaiym :£0

ésnojndod 1sow sy} 51 AUNOD N3 Y21ym 90

é40 ued oue|g Juoly s1 3Bues uieunow Yarym :sd

£Pa1eD0| Jue|g JUOLY 51 BISUM +D

ieale pue| 1sabie| ayl sey uolun uesdoing syl ul AJJunod yarym gD
£JUuelg Juoly Jo JybisYy syl s1IBYM 2D

£N3 3y3 ul urejunow 1s3aybiy ayl Jo sweu syl st 1eym 10

on

30 Human Crafted MCQs based on Geography, European Un

Figure 2

101



OUTPUT TESTING

3.
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